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1. Introduction
In XR NR Phase 3 WID [1], multi-modality support is regarded as an objective for Rel-19 XR Phase 3:
	-	Study and if justified, specify aspects related to multi-modality (intra-UE) (with coordination with SA2/SA4 as needed by LS request). Aim to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. [RAN2]. 


This contribution will primarily discuss three issues: the analysis of multi-modality and NR QoS architecture, their impact on RAN2, and from the perspective of RAN2, how to enhance XR-specified multi-modality.
2. Discussion
2.1 Multi-modality and NR QoS architecture
As described in TS 22.261, Multi-modal Data describes the input data from different kinds of devices/sensors or the output data to different kinds of destinations (e.g. one or more UEs) required for the same task or application. Multi-modal Data consists of more than one Single-modal Data, and there is strong dependency among each Single-modal Data. Single-modal Data can be seen as one type of data.
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Figure 1. Multi-modal interactive system
Typically, a multi-modal communication service may contain several modalities for the same task or application, e.g., video/audio data, haptic/kinesthetic data, other information perceived by sensors and the data flows may come from different sources, e.g., a single UE, a single device or multiple devices connected to the single UE or multiple UEs. For XR service, pose and control information from user device may also be necessary.
There is strong dependency in different multi-modal traffic flows for the same task or application, e.g., between audio and video data, between video and haptic data. However, the gNB/UE is unable to prioritize transmission of DL/UL data on the LCH with a lower priority within the stringent time synchronization requirements, as the current UL/DL data scheduling/handling mechanism does not consider the association relationship of multiple LCs/flows for one same application and the remaining PDB of data. Consequently, from our perspective, it is new issues for Multi-modal flows handling.
Proposal 1: RAN2 is kindly asked to enhance the signaling and UP function related to multi-modality/multi-QoS flow for meeting multi-modal QoS requirements.
Besides, when conducting multi-modality service, for single UE case, UE and 5GC may establish a single PDU session for one multi-modal instance/application. Therefore, several QoS flows may be established as well. Those QoS flows from a certain multi-modality service will be mapped into data radio bearers based on their QFI and QoS profiles in SDAP, and the radio bearers will be linked to logical channels in RLC. And in MAC, for some MAC signaling, i.e., BSR/DSR, logical channel (LCH) will be associated to logical channel group (LCG) due to the limitation of code points.


Figure 2. QoS model in TS23.501
For multiple UE case, it would be even harder for 5GS to obtain such multi-modal dependency since it is on IP flow granularity. While in single UE case, it’s on QoS flow granularity. And in the assumption of SA2, it is expected that the multi-modal data flows are transmitted in a single PDU session.


Figure 3. An example of multi-modal session being mapped into separate DRB/LCH(s)
Anyway, a data flow from a multi-modality service can be mapped into different DRB/LCHs. And the implicit correlation within multi-modal data flow will also be neglected in the mapping procedure in RAN. 
Observation 1: In current specification, the dependency information among each single-modality cannot be preserved in RAN, while it is available in 5GC.
For DL, an enhanced interaction between the 5GS and the RAN is required. In Release 18, the Multi-modal Service ID is introduced in PCF by SA, which is an explicit indication that data flows are related to a multi-modal service for single UE case.  Such information and similar indication can be helpful for RAN in XR multi-modality support as well, although the specific DL scheduling considering coordination information is left to gNB implementation;
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Figure 4. Illustration of Multi-modal Service ID
Proposal 2: RAN2 is kindly asked to discuss whether to send LS to SA2 on whether RAN aware assistance information and/or indication on dependency within multi-modal flow can be introduced.
SA2 will also carry out similar work, so it is recommended to pay attention to the progress of SA2.
In Rel-18 XR SI, mapping alternatives such as 111/N11/NN1/N1N has been discussed. For multi-modality, it is suggested for RAN2 to revisit this issue. Some mapping alternatives can be prioritized or deprioritized. 
Proposal 3: RAN2 is kindly asked to discuss RAN related issue about multi-modal data flow mapping.

2.2 Multi-modality impact on RAN2
As described above, for RAN2’s perspective, the main challenges for multi-modal transmission are that the multi-modal data from the same instance will be mapped into different QoS flows and therefore different DRBs and LCH/LCGs, and the obliteration of dependency among single modality.
Naturally, in order to support multi-modality, information about dependency among single modalities of the same multi-modal instance should be considered first. 
Proposal 4: The feasibility on UE reporting multi-modality assistance information should be studied.
Should such information be obtained, RAN2 could undertake more multi-modality related enhancement.
In TR 22.847, use cases and related KPIs are provided. Generally, the KPIs that RAN2 concerns, which can be max allowed E2E delay, data rate, reliability and UE speed are almost at least not too much higher than those for Rel-18 XR. 
And a new KPI is introduced, which is synchronization thresholds:
	synchronisation threshold: A multi-modal synchronisation threshold can be defined as the maximum tolerable temporal separation of the onset of two stimuli, one of which is presented to one sense and the other to another sense, such that the accompanying sensory objects are perceived as being synchronous.


Due to the fact that the synchronization threshold is a new KPI for XR enhancement WI, RAN2 should focus on synchronization ensuring mechanism. 
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Table 1: Typical synchronization thresholds for immersive multi-modality VR applications
Although current web or application technology such as HLS or WebRTC can ensuring the synchronization between video and audio to a certain degree, network enhancement would always be welcome.
Proposal 5: The synchronization enhancement on single-modalities among the same multi-modal flow should be studied, e.g., its granularity (Flow/PDU set/PDU), whether to introduce timestamp, implementation layer, etc. 
Besides for VR and other immersive multi-modal use case, the remote-control robot is more noteworthy, which requires real-time and synchronous visual, audio and haptic feedback, and its reliability can be up to 99.999% in use case like sensor information in 22.847.
The haptic/kinesthetic data is a bit different from traditional pose and control information in XR. A typical QoS requirements for multi-modal streams is as follows, where it can be found that haptics data is frequent small packets.
	
	Haptics
	Video
	Audio

	Jitter (ms)
	≤ 2
	≤ 30
	≤ 30

	Delay (ms)
	≤ 50
	≤ 400
	≤ 150

	Packet loss (%)
	≤ 10
	≤ 1
	≤ 1

	Update rate (Hz)
	≥ 1000
	≥ 30
	≥ 50

	Packet size (bytes)
	64-128
	≤ MTU
	160-320

	Throughput (kbit/s)
	512-1024
	2500 - 40000
	64-128


Table 2: Overall KPIs for multi-modal service in 22.847
With its periodicity less than 1ms, Legacy DRX mechanism cannot guarantee the power saving performance (minimum periodicity of short cycle is 2ms), and UE power consumption for such high update rate could be much higher than before.
An easy solution can be that to send the haptic data using a longer period, i.e., 4ms, which is the same as pose and control data defined in TS 38.838. With HARQ mode B, power consumption may be not that bad. But it’s not sure whether long period of haptic data is possible.


Figure 4. Illustration of Multi-modal application with haptic data.
If the update rate of haptic data cannot be reduced deliberately or it is aperiodic, both dynamic grant and configured grant will face some critical issue. There may need evaluation on whether DG can meet the delay requirements and CG can adapt the random size of compressed haptic data. Therefore, it’s suggested RAN2 to study multi-modality enhancement for haptic data as well.
Besides if haptic data could be sent via dynamic grant, PDCCH overhead should be taken into consideration for the high update rate. PDCCH monitoring enhancement can be considered which is also captured in Rel-18 XR SI.
Proposal 6: The capacity and power saving enhancement for multi-modality containing haptic data with update rate ≥1KHz should be studied.
For multi-modal data, there may be other impacts for 5GS, and it's always welcome to pay attention to other WGs' progress.

2.3 Potential RAN2 solution for multi-modality support
Similar to other instances or applications that rely on the application layer, the application layer can undertake some work on alignment, synchronization and collaboration.
And for AS layer, there are also some works can be at least discussed.
In SDAP layer, in addition to the assistance information on multi-modality indication, new mapping rules can be adopted based on legacy mechanism. If assistance information is available via CN or UE, some header marking may be necessary or SDAP can use other message to inform RRC or lower layer. It may depend on the progress of SA2.
In PDCP layer, due to the strong dependency among single modalities from the same multi-modal instance, the PDCP PDU discard enhancement can be studied, i.e., how to treat the PDU/PDU set in other modalities if one or more related modalities’ PDU has been discard. With a brief analysis, it is clear that such multi-modal discard can be helpful to improve the network capacity. But to perform multi-modal discard, the boundaries of each single modality should be specified and some information in PDCP PDU header may also be necessary. 
Proposal 7: PDU discard among radio bears from the same multi-modal instance in PDCP should be studied in RAN2.
As to RLC layer, there is already a dedicated sub agenda for that and we haven’t observed significant impact on RLC for multi-modality.
For MAC layer, obviously LCP (Logical channel prioritization) is a main issue. LCP will affect both scheduling and PDU multiplexing and having huge impact on XR user experience. For multi-modal data coordination and synchronization, LCP is also applicable since it has impact on the resource allocation and selecting of logical channel(s).
But legacy LCP mechanism mainly considers the priority of logical channel and ignores the dependency among LCHs and remaining delay budget of PDUs, which some enhancement can be considered.
Proposal 8: LCP enhancement for multi-modality and multi-modality containing delay-critical data should be studied in RAN2.
In addition to LCP, BSR/DSR enhancement can be also considered. The reason for this enhancement is that the QoS flows from a same multi-modal instance can be mapped into different DRBs and therefore different LCHs, and hence the buffer and delay status will be reported from different LCGs via BSR and DSR, making it nearly impossible for gNB MAC scheduler to calculate the relatively accurate data volume for that multi-modal instance if the DRB/LCH also contains data from other QoS flow. And LCG will make it worse since it consists of one or more LCHs.
A brief consequence is that even if the radio resource is sufficient for multi-modal data, the gNB MAC scheduler may still not be able to allocate enough resource for multi-modal data due to scheduler has no information on the multi-modal data volume separated in several DRB/LCGs, causing unnecessary PDU discarding.
Proposal 9: BSR/DSR enhancement for multi-modality data should be studied in RAN2.
Another worth noting issue is power consumption of haptic data. With its periodicity less than 1ms, legacy DRX mechanism is not capable (minimum periodicity of short cycle is 2ms), and UE power consumption for such high update rate could be much higher than before.
Also, the data rate control is also based on QoS flow, multi-modal and delay critical data may have some impact on it, since it may be mapped into different QoS flows and legacy data rate control doesn’t consider delay, but this is mainly a 5GC issue and no significant impact on RAN specification is observed for now.

3. Conclusion
For multi-modality enhancement, legacy L2 architecture may be impacted due to lack of dependency among QoS flow, DRB and LCH. Hence the dependency information should be captured from UE or 5GC for RAN optimization, or RAN should obtain such information in a more indistinct way.
RAN enhancement for Ph3 XR can be studied at least from assistance information for multi-modality, LCP, discarding and power consumption. Due to the introduction of haptic data which is quite different from any kinds of data before, enhancements for haptic data should not be deprioritized either.
Support of multi-modality aspect:
Proposal 1: RAN2 is kindly asked to enhance the signaling and UP function related to multi-modality/multi-QoS flow for meeting multi-modal QoS requirements.
Observation 1: In current specification, the dependency information among each single-modality cannot be preserved in RAN, while it is available in 5GC.
Proposal 2: RAN2 is kindly asked to discuss whether to send LS to SA2 on whether RAN aware assistance information and/or indication on dependency within multi-modal flow can be introduced.
Proposal 3: RAN2 is kindly asked to discuss RAN related issue about multi-modal data flow mapping.
Proposal 4: The feasibility on UE reporting multi-modality assistance information should be studied.
Proposal 5: The synchronization enhancement on single-modalities among the same multi-modal flow should be studied, e.g., its granularity (Flow/PDU set/PDU), whether to introduce timestamp, implementation layer, etc. 
Proposal 6: The capacity and power saving enhancement for multi-modality containing haptic data with update rate ≥1KHz should be studied.
Potential enhancement of multi-modality aspect:
Proposal 7: PDU discard among radio bears from the same multi-modal instance in PDCP should be studied in RAN2.
Proposal 8: LCP enhancement for multi-modality and multi-modality containing delay-critical data should be studied in RAN2.
Proposal 9: BSR/DSR enhancement for multi-modality data should be studied in RAN2.
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