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1. Introduction
Rel-19 XR Phase 3 objectives have been decided in RAN. Companies are encouraged to study enhancements related to multi-modality. In this contribution, we will analyse the motivation and use cases for multi-modal XR, and give our view on the potential enhancements.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]2. Discussion
The objective for multi-modality aims to facilitate efficient and effective support for XR application with multiple QoS flows with multi-modal inter-dependencies and meet multi-modal QoS requirements. The detailed objective in [1] is excerpted below.
	-	Study and if justified, specify aspects related to multi-modality (intra-UE) (with coordination with SA2/SA4 as needed by LS request). Aim to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. [RAN2]. 
NOTE:	Check in RAN#105 (check also other WG involvement if needed).


As justified in [1], there are three potential aspects to be considered for the objective, including RAN awareness enhancements, user plane enhancements and DRX enhancements.
	This WI aims to facilitate efficient and effective support for XR application with Multiple QoS flows with multi-modal inter-dependencies, meeting multi-modal QoS requirements, e.g. synchronization and/or coordination, see also TR 22.847, TR 23.700 60. Efficiency enhancements are expected to be visible in terms of capacity or power consumption. Related Potential Impacts has been proposed as follows: a) Enhanced RAN Awareness, by signaling from Core Network and/or indication by UE, b) Enhancements User Plane, e.g. Scheduling, LCP, Resource allocation, Discard. c) Support for multiple DRX configurations, without the potentially problematic restrictions of Pre-Rel-19 2nd DRX. 


In the following parts of this contribution, we will analyse the motivation for each aspect and share our initial perspectives.
2.1 RAN awareness
2.1.1 Joint admission control
For multi-modal XR applications, there are usually multiple flows with different media types, e.g. video, audio and haptic. Multiple flows serve the user together to provide the immersive experience. For example, when the user plays a VR game, it is expected to see the scenes as well as listen to the sounds and feel the touches as though the user is personally on the scene. If it lacks any one of modalities, e.g., the video, audio or haptic data, the game may continue but the end user experience will be adversely affected.
Furthermore, for some more critical applications such as critical medical or remote surgery, the related multiple flows are necessary to establish the service. The lack of one single flow can even cause the failure of the whole service. For example, it is impossible to proceed a remote surgery if the network cannot guarantee the communication for either video or haptic. 
Observation 1: For some XR applications, multiple flows are needed together to provide the service.
Based the above observation, the 5G network should guarantee the communication of all the multiple flows which are closely correlated and important to the service. To avoid service failure and poor experience, the network should not accept only some of the multiple flows.
Actually, the issue has already been studied and realized by SA2 in R18. In TR 23.700-60 [2], SA2 studied multiple solutions for policy control enhancements to support multi-modality flows coordinated transmission for single UE. As a conclusion, SA2 finally agreed to allow joint policy control by considering the association among multiple flows. The final solution can be found in TS 23.501 [3], as excerpted below.
	[bookmark: _Toc153799192]5.37.2	Policy control enhancements to support multi-modal services
A multi-modal service is a communication service that consists of several data flows that relate to each other and that are subject to application coordination. The data flows can transfer different types of data (for example audio, video, positioning, haptic data) and may come from different sources(e.g. a single UE, a single device or multiple devices connected to the single UE, or multiple UEs).
For the single UE case, it is expected that those data flows are closely related and require strong application coordination for the proper execution of the multi-modal application and therefore, all those data flows are transmitted in a single PDU session.
The Nnef_AFsessionWithQoS service allows the AF to provide, at the same time, for each data flow that belongs to the multi-modal service, a Multi-modal Service ID, the service requirements and the QoS monitoring requirements:
-	The Multi-modal Service ID is an explicit indication that data flows are related to a multi-modal service. The PCF may use this information to derive the correct PCC rules and to apply appropriate QoS policies for the data flows that are part of a specific multi-modal application.
-	The AF may provide QoS monitoring requirements for data flows associated to a multi-modal service to the PCF . The PCF generates the authorized QoS Monitoring policy for each data flow.


It can be seen that an explicit indication, i.e. the Multi-Modal Service ID, is provided by AF to help the PCF identify the associated flows. Then, the PCF can consider the information during policy control, e.g., joint admission control can be applied to the associated flows with the same Multi-Modal Service ID. This allows the network to provide as complete experience as possible for the application. For example, when required by a remote surgery application, if the PCF decides to accept the video flow, it is better to accept the associated haptic data as well. Otherwise, the service may still fail and the acceptance of video is meaningless.
Observation 2: In R18, association information of multiple flows related to the same multi-modal application is provided to PCF, with which PCF can perform joint admission control and policy determination.
However, the association information is only provided to CN right now, while RAN is still not aware of the information. This may lead to inconsistent admission control policies at CN and RAN: Even the PCF decides to accept all the associated flows to enable the service, those flows may still be partially rejected by the NG-RAN during handover or initial UE context setup. This actually makes the policy control enhancements at CN ineffective. 
Observation 3: Current association information of multiple flows at CN is not sufficient as RAN is not aware of this association information for the same multi-modal application and hence may partially reject the flows at RAN side during handover and initial UE context setup.
From the system perspective, the solution with only CN enhancements is not complete and joint admission control for multi-modal flows at RAN should also be considered. A simple method is to further transfer the Multi-Modal Service ID to RAN during the PDU session setup/modification procedures, so that RAN can be aware of the association among multiple flows and consider the information for admission control.
Besides, the association information can also be utilized during NG-RAN handover. On the one hand, the source gNB can choose a proper destination considering the acceptance/rejection of the associated flows. On the other hand, the association information can also be provided to the target gNB so that the target gNB can perform joint admission control with the purpose to guarantee the whole service experience during UE mobility. 
By considering joint admission control, RAN can provide more satisfying services for the users, which benefits network capacity and efficiency as it is less likely user will reject a service when it is receiving full multi-modal service experience than when it is receiving partial multi-modal service. Such rejection may result in radio resources wastage.
Proposal 1: RAN2 should study joint admission control of multiple flows related to the multi-modal application based on the association information provided by CN.
2.1.1 Synchronization at RAN
Moreover, according to the previous study in SA2/SA4, there is synchronization requirement between different types of data. As an example, if the user plays a VR ball game, when he sees the ball hit him, he should also feel the hitting at the same time. If the time gap between the visual and the feeling is too large, the user will find the experience unreal and non-immersive. 
The use cases and detailed thresholds for synchronization can be found in TR 22.847 [4] and TS 22.261 [5].
	[bookmark: _Toc154164909]6.43	Tactile and multi-modal communication service
For immersive multi-modal VR applications, synchronization between different media components is critical in order to avoid having a negative impact on the user experience (i.e. viewers detecting lack of synchronization), particularly when the synchronization threshold between two or more modalities is less than the latency KPI for the application. Example synchronization thresholds [41] [42] [43] [44] are summarised in table 6.43.1-1.
[bookmark: _Hlk87540359]Table 6.43.1-1: Typical synchronization thresholds for immersive multi-modality VR applications
	Media components
	synchronization threshold (note 1)

	audio-tactile
	audio delay:
50 ms
	tactile delay:
25 ms

	visual-tactile
	visual delay:
15 ms
	tactile delay:
50 ms

	NOTE 1:  for each media component, “delay” refers to the case where that media component is delayed compared to the other.





While the requirement is well motivated from the perspective of the application layer, it can also be taken into account in the AS layer. Intuitively, RAN should avoid large delay difference between the data from two associated flows with synchronization requirements. Because if the data are de-synchronized at RAN, it would be difficult to re-synchronize them, and may impact the system efficiency and the user experience.
Observation 4: There is synchronization requirement between different types of data for multi-modal applications.
To achieve the synchronized transmission at NG-RAN, some assistance information would be needed, e.g. the dependencies among the flows or packets and the synchronization thresholds. Depending on the granularity of the dependency information, two levels of synchronization can be considered at RAN.
· Alternative 1: QoS flow level synchronization.
In this alternative, RAN may obtain the semi-static association information of multiple flows as well as their synchronization thresholds from CN for both DL and UL. 
The information can be used to determine the scheduling strategy or DRB mapping rules to avoid too large delay difference between inter-dependent data. For example, RAN can try to guarantee the same delay budget for the associated flows to ensure small delay difference. It can be left to the gNB implementation on how to utilize the information.
· Alternative 2: Packet level synchronization.
If the dynamic inter-dependencies among packets from different flows can be identified, RAN can further perform more precise scheduling to guarantee that the transmission of each packet satisfies the synchronization threshold. 
· For DL, the packet level dependency information may be provided by CN e.g., via dynamic markings in the GTP-U header. How the gNB perform DL scheduling considering the dependencies can be left to implementation. 
· For UL, the packet level dependencies may be identified by the UE itself, like R18 PDU set information. Some UL enhancements can be considered for the synchronization. For example, for DSR report and LCP, the UE can determine the remaining time of each packet not only relying on the discard timer, but also considering the remaining synchronization threshold.
Based on the above analysis, RAN can be enhanced to support the synchronization for multi-modal applications. It may improve the user experience and network efficiency.
Proposal 2: RAN2 should study QoS flow level synchronization and packet level synchronization for both UL and DL for multi-modal XR applications.
2.2 Scheduling enhancements for haptic
It is noticed that haptic data is usually an important component for multi-modal XR. It provides the real-world-like experience to users in many immersive applications such as VR games and metaverse services. As shown in TS 22.261 [5], there are quite strict KPI requirements for haptic data, as excerpted below.
	[bookmark: _Toc154164980]7.11	KPIs for tactile and multi-modal communication service
The 5G system shall support tactile and multi-modal communication services with the following KPIs.
Table 7.11-1: Multi-modal communication service performance requirements
	Use Cases
	Characteristic parameter (KPI)
	Influence quantity
	Remarks

	
	Max allowed end-to-end latency
	Service bit rate: user-experienced data rate
	Reliability
	Message size (byte)
	UE Speed
	Service Area
	

	Immersive multi-modal VR (UL: device  application sever)
	5 ms
(note 2)
	16 kbit/s -2 Mbit/s
(without haptic compression encoding);

0.8 - 200 kbit/s 
(with haptic compression encoding)
	99.9% (without haptic compression encoding)

99.999% (with haptic compression encoding)

[40]
	1 DoF: 2-8 
3 DoFs: 6-24 
6 DoFs: 12-48 
More DoFs can be supported by the haptic device
	Stationary or Pedestrian
	typically 
< 100 km2
(note 5)
	Haptic feedback

	
	5 ms
	< 1Mbit/s
	99.99%
[40]
	1500
	Stationary or Pedestrian
	typically 
< 100 km2
(note 5)
	Sensing information e.g. position and view information generated by the VR glasses

	Immersive multi-modal VR (DL: application sever  device)
	10 ms
(note1)
	1-100 Mbit/s
	99.9%
[40]
	1500
	Stationary or Pedestrian
	typically 
< 100 km2
(note 5)
	Video

	
	10 ms
	5-512 kbit/s
	99.9%
[40]
	50
	Stationary or Pedestrian
	typically 
< 100 km2
(note 5)
	Audio

	
	5 ms
(note 2)
	16 kbit/s -2 Mbit/s
(without haptic compression encoding);

0.8 - 200 kbit/s 
(with haptic compression encoding)
	99.9% (without haptic compression encoding)

99.999% (with haptic compression encoding)

[40]
	1 DoF: 2-8 
3 DoFs: 6-24 
6 DoFs: 12-48
	Stationary or Pedestrian
	typically 
< 100 km2
(note 5)
	Haptic feedback






It can be seen that the haptic traffic asks for very stringent PDB and high reliability. 
Meanwhile, the burst size and the periodicity of a haptic stream can be unpredictable and irregular. According to TR 22.847 [4], the sampling rate of haptic devices may reach 1000 times per second, and there can be up to 60 sensors, which is quite frequent and can lead to large amount of data at the same time. The sampled data may be compressed as indicated in IEEE 1918.1 [6]. With the compression, it is uncertain whether the data would be transmitted at each sampling point. As illustrated in Fig.1, a haptic sensor may sample the haptic signal every millisecond. But with the compression, the sample data would not be transmitted unless the difference between its value and the last transmitted value is larger than a threshold. If considering multiple sensors, it is possible that there is a large amount of haptic data to be transmitted at the same time (e.g., all the sensors want to convey the sampled data), while there is few haptic data at some other time (e.g., only few sensors want to convey the sampled data).
[image: ]
Fig.1 Haptic traffic model with compression.
For UL, with the above characteristics, the existing scheduling mechanisms are not suitable for transmitting haptic data. On the one hand, DG may be unable to meet the short PDB (i.e. 5ms) due to the procedure of BSR and SR. On the other hand, it is difficult to accommodate the varying data volume using CG. To ensure the in-time transmission, the CG resource size should be sufficient to accommodate the largest possible burst size. But this will lead to a waste of resource most of the time since the actual haptic data volume will usually be smaller. 
The mechanism of UTO-UCI introduced in R18 XR may be useful to deal with the varying data volume. But considering the frequent arrival of haptic data, the effectiveness of the mechanism is doubtful. For example, if the sample rate is high, e.g. higher than 1kHz, making the haptic transmission possible at every slot, the UE can only determine if the CGO is used or not when the slot begins, at which time it is too late to send the UTO-UCI. Besides, XR traffics are likely to be developed using TDD because it can provide higher throughput. However, for TDD formats, there may be only 2 UL slots within 5ms (the PDB for haptic). If the UTO-UCI indicates the next CGO as unused, the subsequent haptic data will have to wait for another CGO which may be several milliseconds away. In this case the haptic data is very likely to be out of its delay budget.
From the above analysis, it is seen that the existing DG/CG might not be efficient for supporting haptic traffic, and the capacity for XR users would be decreased.
Observation 5: Legacy DG/CG are not efficient for the transmission of haptic data which have stringent PDB, unpredictable burst size and irregular periodicity.
Besides, the frequent and irregular haptic data burst will disturb the transmission of video/audio data and make the network inefficient. For example, if the haptic data and the video data are transmitted within the same MAC PDU, to guarantee the high reliability for the haptic data, the network may have to allocate more resources. However, the video data do not ask for such a high reliability, and the allocated resource is unnecessary for video and somehow wasted. If the video data and the haptic data are restricted to be transmitted within different MAC PDUs, considering the frequent arrival of haptic data, there may be little chance for video transmission, which leads to unexpected delay.
Fig.2 provides a simulation result comparing the network capacity when the XR services are enabled with or without haptic traffic. The video and haptic traffic are modelled according to TR 38.838 [7], TR 22.847 [4] and TS 22.261 [5]. It can be seen that the network capacity for XR would be decreased from 7.5 UEs to 2.8 UEs (60% off) if haptic is supported without any scheduling enhancements.
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	Video modal: 30Mbps, 60fps, 99%@10ms; [TR 38.838 & TS 22.261]
Haptic modal: 60 sensors, up to 200kbps per sensor, 2kHz with compression,  99.999%@5ms; [TR 22.847 & TS 22.261]


Fig.2 Simulation on network capacity comparing haptic traffic included or not.
To improve the network capacity considering supporting multi-modal XR with haptic traffic, RAN should investigate more efficient scheduling enhancements.
Proposal 3: RAN2 to study methods to improve the scheduling efficiency for haptic data transmission.
2.3 Multiple DRX configurations
To obtain more power saving gain for XR, DRX enhancements can be considered. Based on the study in R18 and R19 in both RAN2 and SA2, we find there are two potential directions to study DRX enhancements.
· Direction 1: Simultaneously activate multiple DRX configurations.
This has already been raised and discussed in R18 in RAN2. The intention is to match the DRX on-durations with different flows with different periodicities by configuring multiple DRX corresponding to multiple flows. However, the idea was not pursued in R18 because it is believed that the network can configure a proper DRX configuration by comprehensively considering the characteristics of multiple flows. For example, as shown in the following figure, if there is a video flow with periodicity 16.67ms and PDB 10ms, and an audio flow with periodicity 10ms and PDB 30ms, at the same time. The DRX cycle can be configured to 16.67 ms, and the audio traffic will experience at most 13.33ms delay, which is tolerable.
[image: ]
Fig. 3 Single DRX configuration is able to deal with multiple flows.
For R19, the situation seems the same. We haven’t seen the necessity to support simultaneous multiple DRX configurations yet.
· Direction 2: Pre-configure multiple DRX configurations and dynamically switch among the configurations.
This direction is motivated by the study for R19 in SA2. As quoted from [8], SA2 is studying whether to support dynamic change in traffic characteristics.
	WT#2.2 Study whether and how to support dynamic change (via user plane) in traffic characteristics (e.g. burst related parameters), provided by the application in the DN.


This may have impacts on RAN configuring DRX since the periodicity and the burst size may be dynamically change. To improve power saving, the DRX parameters such as DRX cycle and DRX on-duration should also be dynamically adapted according to the characteristics. It can be achieved by pre-configuring multiple DRX configurations and dynamically choosing one of them to be active.
But since the motivation relies on SA2 study, RAN2 should wait for SA2’s progress first to see if such enhancement is needed.
Proposal 4: RAN2 to wait for SA2’s progress to see whether DRX enhancement is needed.
3. Conclusion
In this contribution, we analyzed the potential aspects for enhancements related to multi-modal XR. The following observations and proposals were made:
Observation 1: For some XR applications, multiple flows are needed together to provide the service.
Observation 2: In R18,  association information of multiple flows related to the same multi-modal application is provided to PCF, with which PCF can perform joint admission control and policy determination.
Observation 3: Current association information of multiple flows at CN is not sufficient as RAN is not aware of this association information for the same multi-modal application and hence may partially reject the flows at RAN side during handover and initial UE context setup.
Observation 4: There is synchronization requirement between different types of data for multi-modal applications.
Observation 5: Legacy DG/CG are not efficient for the transmission of haptic data which have stringent PDB, unpredictable burst size and irregular periodicity.
RAN awareness:
Proposal 1: RAN2 should study joint admission control of multiple flows related to the multi-modal application based on the association information provided by CN.
Proposal 2: RAN2 should study QoS flow level synchronization and packet level synchronization for both UL and DL for multi-modal XR applications.
Scheduling enhancements for haptic:
Proposal 3: RAN2 to study methods to improve the scheduling efficiency for haptic data transmission.
Multiple DRX configurations:
Proposal 4: RAN2 to wait for SA2’s progress to see whether DRX enhancement is needed.
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