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[bookmark: _Ref488331639]Introduction
[bookmark: _Ref178064866]The following aspects are studied in LCM:
-	Data collection
-	Model training
-	Functionality/model identification 
-	Model delivery/transfer
-	Model inference operation
-	Functionality/model selection, activation, deactivation, switching, and fallback operation.
-	Including: Decision by the network (either network initiated or UE-initiated and requested to the network), decision by the UE (event-triggered as configured by the network, UE’s decision reported to the network, or UE-autonomous either with UE’s decision reported to the network or without it)
-	Functionality/model monitoring
-	Model update
-	UE capability
In this contribution, we discuss the LCM for NW-sided model except for data collection and model transfer/delivery.
Discussion
Due to limited capability of UE, it’s unlikely for UE to train and provide the AI model to NW. The model training may be done at NW side entity or third-party server. The functionality/model identification is also done between NW entities or third-party server. There is no impact to RAN2 from model training, functionality/model identification and model update perspective.
Proposal 1: There is no impact to RAN2 from model training, functionality/model identification and model update perspective for NW-sided model.
For the functionality/model selection, activation, deactivation, switching and fallback operation, two options were studied during SI, i.e. Decision by the network or decision by the UE. Since the model operation occurs at NW and UE is not aware of the NW information, the decision should be made by NW. 
Proposal 2: NW makes decision of functionality/model selection, activation, deactivation, switching, and fallback operation for NW-sided model.
Even the decision is made by NW, UE may need to report assistance information to NW. The assistance information may be system level performance data. Although NW may be also capable to calculate the performance metric, it may require UE to frequently send report. Therefore, if UE can calculate performance KPI locally and trigger report upon certain event, the signalling efficiency can be improved. 
Proposal 3: NW can configure UE to report performance data to assist NW-sided model LCM.
Performance data report can be triggered by periodic, event or NW request.
Proposal 4: Performance data report can be triggered by periodic, event or NW request.
Additional condition is studied in SI as following,
For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
One way of performance monitoring is by monitoring applicable condition change. For NW side additional condition, NW can monitor by itself. It’s unclear whether UE side additional condition is applicable for NW-sided model/functionality. The NW sided model may not be generalized for all types of UE. We understand NW may need to know the UE side information, e.g. UE speed, to select appropriated AI model. So, UE may need to report UE side additional condition to NW. The report should be under NW control. The report trigger can be further discussed, based on the content of additional condition.
Proposal 5: NW can configure UE to report UE side additional condition to assist NW-sided model LCM.
Beam management
For model inference, UE need to report data for inference input. However, the latency requirement is stringent according to LS [1]. The report is done by physical layer signalling. There is no impact to RAN2.
Proposal 6: For BM, there is no impact to RAN2 from inference perspective.
For beam management, the performance data can be throughput or BLER. UE can monitor these performance metrics locally. If the metric falls below certain level, the AI functionality/model may not work well. UE shall send report to NW. The report event can be based on performance data falls below a threshold, which is configured by NW.
Proposal 7: For BM, the performance data report event can be based on performance data falls below a threshold, which is configured by NW.

Positioning (Xiaolong)
According to the WID, the following use cases will be addressed.· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning


Therefore, the AI mode can be deployed at gNB (case 3a) or LMF (case 2b and case 3b) for AI positioning for the NW-sided model. For case 3a, the gNB can derive the AI model input, but the LMF can’t derive the AI model input for case 3b and case 2b. Therefore, the UE should provide the model input to LMF for case 2b and the gNB should provide the AI model input to LMF for case 3b. Regarding the detailed AI model input, RAN1 discussed and evaluated some potential AI model inputs, for example, CIR, DP, and PDP
Proposal 8: For POS, UE should provide the AI model input to LMF for case 2b.
Proposal 9: For POS, gNB should provide the AI model input to LMF for case 3b.
Proposal 10: For POS, RAN2 wait the progress on the detailed AI model input in RAN1.
For case 3a, gNB sends the model out to LMF, and LMF use the model output to calculate the UE location, so we think the gNB or LMF could be used to perform performance monitoring. For case 3b, the LMF is responsible for the performance monitoring. For both case 3a and 3b, the LMF may request the gNB to provide assistance data to the LMF when LMF is responsible for the performance monitoring.
Proposal 11: For POS, gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b. 
Proposal 12: For POS, LMF may request the gNB to provide assistance data to the LMF when LMF is responsible for the performance monitoring.
We think the NRPPa can be considered for the signalling between gNB and LMF, but the detailed signalling design is up to RAN3.
Proposal 13: For POS, the NRPPa is used for the signalling between gNB and LMF and the detailed signalling design is up to RAN3.
Conclusion
Based on the discussion in section 2, we have following proposals:
[bookmark: _In-sequence_SDU_delivery]Proposal 1: There is no impact to RAN2 from model training, functionality/model identification and model update perspective for NW-sided model.
Proposal 2: NW makes decision of functionality/model selection, activation, deactivation, switching, and fallback operation for NW-sided model.
Proposal 3: NW can configure UE to report performance data to assist NW-sided model LCM.
Proposal 4: Performance data report can be triggered by periodic, event or NW request.
Proposal 5: NW can configure UE to report UE side additional condition to assist NW-sided model LCM.
Proposal 6: For BM, there is no impact to RAN2 from inference perspective.
Proposal 7: For BM, the performance data report event can be based on performance data falls below a threshold, which is configured by NW.
Proposal 8: For POS, UE should provide the AI model input to LMF for case 2b.
Proposal 9: For POS, gNB should provide the AI model input to LMF for case 3b.
Proposal 10: For POS, RAN2 wait the progress on the detailed AI model input in RAN1.
Proposal 11: For POS, gNB or LMF could perform performance monitoring for case 3a and LMF is responsible for the performance monitoring for case 3b. 
Proposal 12: For POS, LMF may request the gNB to provide assistance data to the LMF when LMF is responsible for the performance monitoring.
Proposal 13: For POS, the NRPPa is used for the signalling between gNB and LMF and the detailed signalling design is up to RAN3.
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