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Introduction
One of the objectives of Rel-19 Mobility Enhancement phase 4 is to support inter-CU L1/L2 triggered mobility.  The following objective is captured from the approved WID [RP-240299].
· Specify support for inter-CU Layer1/Layer 2 Triggered Mobility (LTM) [RAN2, RAN3] 
· Prioritize the case when CU is acting as MN when DC is not configured 
· As secondary priority, support the case when NR-DC is configured and CU is acting as SN and MCG is unchanged 
· As secondary priority, support the case when NR-DC is configured, CU is acting as MN and SCG is unchanged or SCG is released 
· Note: The case that LTM is configured in both MCG and SCG is excluded  
· Specify support for subsequent LTM mobility procedures aiming to avoid RRC configuration between cell switches as per Rel-18 LTM 
· Coordination with SA3 needed with respect to security key handling  
· Note: Rel. 18 intra-CU LTM procedure is considered as baseline for adding inter-CU support 
As captured in the objective, the intention is to re-use and extend the Rel-18 LTM procedure to also cover inter-CU LTM.  MCG only scenario is to be prioritised.  As inter-gNB also involves an inter-CU change, this document assumes that inter-CU also includes inter-gNB LTM cell switch. 
The agenda provided the following guidance: 
Scenarios/use cases, stage 2 signalling flows, RAN2 spec impacts and high-levl solutions. Also including subsequent LTM mobility procedures with the security key handling aspects.  
In this document we examine the MCG scenarios to consider and its impact on RAN2 procedures.
 Discussion

Three different scenarios/use cases for inter-CU/gNB LTM and their impact to RAN2 are discussed below.
	As mentioned in the WID objective, we focus on Inter-CU LTM cell switch for MCG only without MR-DC in this contribution.  The basic inter-CU LTM cell switch involves a change in data connection between CN and RAN as shown in the figure.  
This implies that every time there is an LTM switch between cells of two CUs, there would need to be path switch to the CN from the RAN.   Even if we can support optimal subsequent LTM cell switch without RRC signalling, there would need to be signalling between the RAN and CN for every inter-CU LTM cell switch and this could also add some interruption time for the path switch.

	



As per current specifications, such path switch signalling also involves providing gNB with security keys for subsequent HO.  But these security keys are not required for subsequent LTM cell switch without RRC Reconfigurations.  In fact, they are requires in advance of the LTM cell switch to preconfigure the UE for subsequent LTM cell switch.
From RAN2 perspective, this option is the simplest as there are no additional complexity beyond handling the security keys (which is required in all options).   
Observation #1: Option a, where network path switch is performed for every inter-CU/gNB LTM cell switch is the simplest from RAN2 perspective but involves more signalling on the network side and some increase in interruption.  Network signalling changes are expected for security key preconfiguration.
	To avoid such CN signalling load, another option b) is to support RAN anchoring (similar to what is done for SDT).  A CU continues to be the anchor for the connection towards the CN, even if there is an LTM cell switch to another CU.   This option b) minimises CN signalling and impact in that the LTM cell switch mobility is hidden from the CN and subsequent mobility can be also contained in the RAN.  
UE mobility further from the anchor will require relocation of the anchor.  From RAN2 perspective, more discussion would be needed to understand the consequences of anchoring.  For example, how to perform anchor relocation, is it independent of LTM switch, if so, would it require release and re-establishment of LTM preconfiguration, interaction with L3 HO, security key preconfiguration etc. 

	



Observation #2: Option b), where a CU acts as an anchor for inter-CU/gNB LTM cell switch reduces network signallling but requires more discussion in RAN2 to understand the consequences of such anchoring, for example support of anchor relocation, security key preconfiguration, interaction with L3 HO.
	Option c) uses a direct path from the target DU to an anchor CU1.  As the CU termination for the UE remains at the CU1 even when UE moves to the coverage area of DU2, there is no change in security termination point and hence no requirement to change the security keys even with inter-CU mobility.  This not only simplifies the radio interface procedures to be supported by RAN2 but is also more efficient as it is not necessary to perform key change or PDCP re-establishment.  However, whether it is possible to support this option has to be discussed in RAN3.  Even so, it may not be possible to always support this option as it depends on IP connectivity between DU2 and CU1.  It is also not possible to support this option for integrated gNBs.  
	



Observation #3: Option c), that provides direct connectivity between target DU and source CU is simplest from RAN2 perspective as inter-CU mobility can be done without security key update.  However, whether this option can be supported depends on RAN3 and this option cannot be used for integrated gNB. 
Based on the discussion of the above options, it can be seen that option a) has to be supported.  Options b) and c) can bring benefits but needs further discussion in RAN2 and RAN3.  
Proposal #1: Option a), where network path switch is performed for every inter-CU LTM cell switch is supported.  
Proposal #2: Discuss if option b) where a CU acts as an anchor for inter-CU LTM cell switch and option c) that provides direct connectivity between target DU and source CU should be supported.  If so, discuss with RAN3.
	Another scenario for inter-CU LTM is where the LTM preconfigured cells are from more than 2 different CUs as shown in the figure.  Current vertical key derivation was defined to achieve key separation after 2 hops – that is, the target key cannot be derived from a source key after 2 handovers.  This ensures that even if a node is compromised, it is not possible for the attacker to work out the key after two handovers.  When cells of more than one CU are pre-configured for LTM by source CU1, the source CU1 has to provide the keys to both the candidate CUs.  Due to subsequent LTM switch, UE can move from CU1 to CU2 to CU3 as shown in the figure.  Hence it is not possible achieve the key separation even with vertical key derivation when more than CU is preconfigured as a candidate LTM cell.
	




If key separation is required for this scenario, additional RRC reconfiguration messages will need to be provided, for example, from CU2 that will hide the security key for CU3 from CU1.  Additional network signalling will also be required to provide the NH, NCC pair to CU from the CN while the UE is connected to CU1.  
For integrated gNBs, the different cells can belong to different gNBs, also creating the above scenario.
Observation #4: If it is required to pre-configure cells from more than one CU or gNB for subsequent LTM cell switch, and if key separation is required, it introduces additional complexity and CN impact to configure security keys in the network and UE.
Proposal #3: Discuss if it is required to support preconfiguration of cells from more than one CU or gNB for subsequent LTM cell switch.  If so, discuss with SA3 if key separation is required for this.
Summary and proposals
This contribution discussed the different network scenarios/use cases that could be supported for inter-CU LTM cell switch.  The benefits and potential complexity for each are also highlighted.  The following observations and proposals were made.
Observation #1: Option a, where network path switch is performed for every inter-CU/gNB LTM cell switch is the simplest from RAN2 perspective but involves more signalling on the network side and some increase in interruption.  Network signalling changes are expected for security key preconfiguration.
Observation #2: Option b), where a CU acts as an anchor for inter-CU/gNB LTM cell switch reduces network signallling but requires more discussion in RAN2 to understand the consequences of such anchoring, for example support of anchor relocation, security key preconfiguration, interaction with L3 HO.
Observation #3: Option c), that provides direct connectivity between target DU and source CU is simplest from RAN2 perspective as inter-CU mobility can be done without security key update.  However, whether this option can be supported depends on RAN3 and this option cannot be used for integrated gNB. 
Proposal #1: Option a), where network path switch is performed for every inter-CU LTM cell switch is supported.  
Proposal #2: Discuss if option b) where a CU acts as an anchor for inter-CU LTM cell switch and option c) that provides direct connectivity between target DU and source CU should be supported.  If so, discuss with RAN3.
Observation #4: If it is required to pre-configure cells from more than one CU or gNB for subsequent LTM cell switch, and if key separation is required, it introduces additional complexity and CN impact to configure security keys in the network and UE.
Proposal #3: Discuss if it is required to support preconfiguration of cells from more than one CU or gNB for subsequent LTM cell switch.  If so, discuss with SA3 if key separation is required for this.
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