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1 Introduction
RAN2 made good progress on Air AI topic during study phase. As instructed by Rel-19 Air AI WID [1], RAN2 will continue the normalization work for Air AI, especially for the following objectives:

	· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:

· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback

· Identification related signalling is part of the above objective 

· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models

· Signalling mechanism of applicable functionalities/models.
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 

· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection

· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods


 In this paper, we will discuss on UE side data collection for model training.
2 Discussion
RAN2 roughly discussed the following three options in Rel-18 which are captured in TR 38.843 [2]. 
	Data collection for UE-side model training 

The following proposals were discussed in RAN2: 

1.
UE collects and directly transfers training data to the Over-The-Top (OTT) server;

1a)
OTT (TRansparent)

1b)
OTT (non-TRansparent)
2.
UE collects training data and transfers it to Core Network. Core Network transfers the training data to the OTT server.

3.
UE collects training data and transfers it to OAM. OAM transfers the needed data to the OTT server.

RAN2 did not study or analyse these proposals and did not agree to requirements or recommendations.


For UE-sided model, if trained at UE side, the RAN2 common understanding is that it will be trained at Over-The-Top (OTT) server who is under the control of UE vendor considering limited UE computation capability. However, this kind of OTT server is outside 3GPP network and data security and privacy has to be considered.
In the option 2 and the option 3, the OTT server obtains the data used for model training from core network and OAM respectively. In this case, what kind of training data is transferred to OTT server, when to transfer training data and how the training data arrives at OTT server are under the control of NW, and may be totally transparent to UE. 

What involves UE is that UE needs to report the needed data to CN and OAM under NW control or configuration. In our view, UE should follow the similar principle achieved in NW side data collection in this case.
Proposal 1: For the Option 2 and Option 3, UE side data used for model training is controlled by NW (CN or OAM), it should follow the similar principle achieved in NW side data collection.
As for the option 1, the option 1a is that UE transfers training data via a 3GPP transparent way. From our views, the option 1a is the simplest way with minimum spec impact and can guarantee to train an AIML model that is suitable/efficient for the UE. Though the option 1a is out of 3GPP scope, it should be supported.
Proposal 2: The option 1a should be supported.
The option 1b is that UE can transfer training data to OTT server directly but via a non 3GPP transparent way. In our understanding, the option 1b means that NW is aware of what kind of data is transferred from UE to OTT server. Evenly, it is the NW who instructs UE about what kind of data can be transferred to the OTT server. In this case, after receiving NW permission or NW instruction, UE can perform data processing and then transfer the allowed data to OTT server. However, RAN2 may need to study what kind of data is allowed or not allowed to be transferred to OTT server under NW instruction.

Proposal 3: If the option 1b is considered, RAN2 can focus on what kind of data is allowed or not allowed to be transferred to OTT server under NW instruction.
3 Conclusion

In this contribution we discussed on UE side data collection for model training and provided our views:
Proposal 1: For the Option 2 and Option 3, UE side data used for model training is controlled by NW (CN or OAM), it should follow the similar principle achieved in NW side data collection.
Proposal 2: The option 1a should be supported.
Proposal 3: If the option 1b is considered, RAN2 can focus on what kind of data is allowed or not allowed to be transferred to OTT server under NW instruction.
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