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1. [bookmark: _Ref521334010]Introduction
In RAN#102 meeting, a new study item on AI/ML in RAN2 was approved [1], to facilitate the support of AI/ML for mobility in NR. 
The evaluation part of the SID includes:
	· The evaluation of the AI/ML aided mobility benefits should consider HO performance KPIs (e.g., Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction) etc.) and complexity tradeoffs [RAN2]
· NOTE: Simulation assumption and methodology can leverage TR 38.901, 38.843 and 36.839. And leave the detail discussion to RAN2


[bookmark: _GoBack]In this contribution, we investigate the evaluation methodology, simulation assumption, and KPIs on AI/ML for mobility and our proposals are provided.
2. Evaluation methodology
At a high level, we believe that it is useful to evaluate a sufficient number of use cases to better understand the potential issues for introducing and standardizing AI/ML based mobility.
Since there is no any simulation/calibration for NR mobility WI, it’s hard to calibrate the baseline target for AI/ML based mobility evaluation among companies. During the SI of AI/ML for mobility, the target performance metrics and simulation assumptions can be discussed and defined separately. Companies are encouraged to show the conducted simulation results based on the agreed simulation metrics and assumptions. The simulation results can be captured in the final TR for information.
Alternatively, we can also carry out evaluations based on theoretical/numerical analyses without necessarily depending on simulations, e.g. to evaluate all scenarios with method similar to RAN3 AI for NG-RAN, for example, based on theoretical analysis. And metrics from various different dimensions can also be considered, such as throughput gain, due to e.g., less measurement (gap).
Proposal 1: Companies are encouraged to show the simulation results which are based on the agreed simulation assumptions and performance metrics. There is no need to calibrate the simulation results among companies. Evaluation based on theoretical/numerical analyses from various dimensions (e.g. throughput gain) w/o simulation could also be considered.
3. Simulation assumption
3.1. UE trajectory modeling
For mobility simulation, the UE trajectory may have significant impacts on HO performance, e.g., HO rate, Ping-pong Rate, HOF rate and etc.. Hence, it is very important for companies to align the UE trajectory model for mobility. Basically, there are 3 kinds of options for UE trajectory model.
Option 1: Based on the trajectories defined in current TR38.843.
In TR38.843 [2] BM use case, the UE trajectory model is defined at least for temporal beam prediction in initial phase of the evaluation. In the following the 3 options are listed below:
· Option 1: Linear trajectory model with random direction change.
· Option 2: Linear trajectory model with random and smooth direction change.
· Option 3: Random direction straight-line trajectories.
Option 2: Based on the inputs of open Dataset.
In this option, companies may use to the open Dataset for simulation. For example, the actual UE trajectory for the open Dataset is treated as the input of the simulation platform and the RSRP/RSRQ/SINR are simulated based on the actual UE trajectory. And in order to align the simulation results, companies may need to share the open Data set.
Option 3: Based on the predefined UE trajectory.
AI may show outstanding performance in some specific scenarios. For example, for the UEs in the cities which experience great fluctuation of the channel conditions when the UE is on the cross road. Like option 2, companies may need to share the defined UE trajectory to align the simulations results.
Proposal 2: RAN2 to discuss which option of UE trajectory is used as the start point for AI mobility, including:
· The trajectories defined in current TR38.843;
· The trajectories from open Dataset;
· Predefined UE trajectory.
3.2. Channel modeling
It is naturally that the agreed 3GPP channel is used as the basic channel model. But parameters for channel modeling can be aligned to show the different gain from different AI mobility enhancements. As starting point, we think the simulation assumption for channel models in 38.901/38.843 as starting point. If some parameters need to be adjusted, RAN2 can discuss whether revision on these parameters are necessary.
Proposal 3: The channel model from TR38.901/TR38.843 can be used in AI mobility as baseline.
3.3. Mobility procedure modeling
In LTE, Hetnet mobility was studied. The study aims to various mobility improvements such as possible improvements to support seamless and robust mobility of users between LTE macro to pico cells in Heterogeneous networks, better strategies to identify and evaluate small cells, handover performance etc [3]. And the output of the Study Item on HetNet mobility improvements for LTE was captured in TR 36.839.
In TR 36.839, the simulation methodology for Hetnet mobility was specified. And the mobility modeling, for example, Handover failure modeling, Ping-Pong modeling, are clearly specified which are shown in the following table.
Table 1: Definitions of HO failure modeling and Ping-Pong modeling in 36.839
	Handover failure modeling
	State 1: Before the event A3 entering condition, as defined in [5], is satisfied;
State 2: After the event A3 entering condition, as defined in [5], is satisfied but before the handover command is successfully received by the UE; and
State 3: After the handover command is received by the UE, but before the handover complete is successfully sent by the UE
Definition 3: A handover failure is counted if a RLF occurs in state 2, or a PDCCH failure is detected in state 2 or state 3.

	Ping-pong
	[bookmark: OLE_LINK1]Definition 5: A handover from cell B to cell A then handover back to cell B is defined as a ping-pong if the time-of-stay connected in cell A is less than a pre-determined MTS.



To simply AI mobility, we suggest the definitions defined in TR36.839 including Handover Failure Modelling (definition of Handover states, RLF modelling and definition of RLF states, Handover/PDCCH failure modelling) and Ping-Pong modelling can be used as starting point. If some of the definitions are not applicable to AI mobility, RAN2 can discuss how to redefine these procedures.
Proposal 4: The mobility modeling procedure defined in TR36.839 can be used in AI mobility as start point, including Handover Failure Modelling (definition of Handover states, RLF modelling and definition of RLF states, Handover/PDCCH failure modelling) and Ping-Pong modeling
3.4. Frequency band assumption
Frequency bands for 5G NR are being separated into two different frequency ranges: FR1 and FR2. For cell-level measurement predication and Measurement events predication, the simulation on FR1 can be used to evaluate the KPIs, e.g., Ping-pong HO, HO interruption, predication accuracy and measurement reduction for mobility. And whether the enhancements on AI mobility are workable can also be evaluated on FR1. For FR2, the performance of handover failure/RLF shows vulnerability to moving conditions. Hence, simulation on FR2 can be used to evaluate whether enhancements on handover failure/RLF in AI mobility are helpful to improve the performance of these aspects for FR2.
Hence, it is proposed that:
Proposal 5: Evaluation on both FR1 and FR2 can be performed for AI mobility.
4. Common KPI
According to the objective, the HO performance KPIs may involve Ping-pong HO, HOF/RLF, Time of stay, Handover interruption, prediction accuracy, and measurement reduction and etc. In this section, we discuss the KPIs which are common for the use cases for AI mobility.
Generally, when the UE performs HO, the UE will not perform data transmission during the HO procedure. Furthermore, the signaling transferred during HO, e.g., RRCReconfiguration, RRCReconfigurationComplete also brings signaling overhead. Hence, reducing HO rate is beneficial to improve the handover performance. Regarding handover rate, Ping-pong rate and Short time of stay rate can be used to evaluate whether un-necessary handover happens frequently. For example, if the cell whose signal strength is more stable, e.g., without dramatic fluctuation in RSRP, or the cell with less measurement event, can be selected as target cell. Hence, the Ping-pong rate and the Short time of stay can be used for simulation to evaluate whether un-necessary handover happens frequently.
In 36.839, the following definitions are made:
Table 2: Definition of Ping-ping rate and Short ToS rate in 36.839
	Ping-pong rate
	Definition 6: Ping-pong rate is defined as (number of ping-pongs)/(total number of successful handovers excl. handover failures).

	Short ToS rate
	Definition 10: A Short ToS rate is defined as the number of Short ToS occurrences divided by the number of successful handovers. I.e.
Short ToS rate = (number of Short ToS occurrences)/(total number of successful handovers)


We can reuse these definitions for Ping-pong rate and Short time of stay rate in 36.839 for simulation in AI mobility
Proposal 6: The definition of Ping-pong rate and Short time of stay rate in TR36.839 can be reused for AI mobility.
If some un-necessary handover is omitted, the total handover number will be reduced. Therefore, RAN2 can define the average handover interruption time as:
Table 3: Definition of HO interruption time (rate)
	HO interruption time
	Definition x1: HO interruption time is defined as (average handover time) × (total handover number)
HO interruption time = (average handover time) × (total handover number)


However, the HO interruption time varies as the UE number and the simulation time. Hence, one unified KPI is defined as HO interruption time rate is shown in Table 4:
Table 4: Definition of HO interruption time rate
	HO interruption time rate
	Definition x2: HO interruption time rate is defined as (average handover time) × (total handover number per UE)/total simulation time
HO interruption time rate = (average handover time) × (total handover number per UE)/ (total simulation time)


These KPIs can be used to estimate performance of the data interruption due to handover.
Proposal 7: Handover interruption time / Handover interruption time rate can be used for evaluating the data interruption due to handover.
5. Conclusion
In this contribution, we provide our views on the dataset, simulation assumption, evaluation methodology and KPI consideration on AI/ML for mobility and the observation and proposals are summarized as follows:
Proposal 1: Companies are encouraged to show the simulation results which are based on the agreed simulation assumptions and performance metrics. There is no need to calibrate the simulation results among companies. Evaluation based on theoretical/numerical analyses from various dimensions (e.g. throughput gain) w/o simulation could also be considered.
Proposal 2: RAN2 to discuss which option of UE trajectory is used as the start point for AI mobility, including:
-	The trajectories defined in current TR38.843;
-	The trajectories from open Dataset;
-	Predefined UE trajectory.
Proposal 3: The channel model from TR38.901/TR38.843 can be used in AI mobility as baseline.
Proposal 4: The mobility modeling procedure defined in TR36.839 can be used in AI mobility as start point, including Handover Failure Modelling (definition of Handover states, RLF modelling and definition of RLF states, Handover/PDCCH failure modelling) and Ping-Pong modeling.
Proposal 5: Evaluation on both FR1 and FR2 can be performed for AI mobility.
Proposal 6: The definition of Ping-pong rate and Short time of stay rate in TR36.839 can be reused for AI mobility.
Proposal 7: Handover interruption time / Handover interruption time rate can be used for evaluating the data interruption due to handover.
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