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1 Introduction
In this contribution, we would like to give our views on the LCM of NW-side model.
2 Discussion
In RANP #102 meeting, the following aspects of RAN2 AI4AI study were given in the release 19 WID [1]:

	Provide specification support for the following aspects:

· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:

· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback.
· Identification related signalling is part of the above objective. 

· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models.
· Signalling mechanism of applicable functionalities/models


From the above description, it is expected to have multiple LCM aspects to have RAN2 study in release 19. However, in the RAN2 #125bis agenda [2], data collection will be discussed under other sub agenda items, and model identification discussion in RAN2 is pending for RAN1 progress, so in this contribution, the following LCM will be discussed:
· Performance monitoring and the follow-up actions:
· Model/functionality selection, switching, activation, deactivation, and fallback.
· Model Inference.
· Model Training.
As specified in RAN1, both beam management and positioning accuracy enhancements have sub use cases of NW-side model. Basically, RAN2 needs to identify which LCM of above can be common across use cases and which LCM procedure must be handled as use case specific. In this contribution, we want to discuss the general aspects of NW-side model and put the use case specific LCM to use case sub agenda and wait for further RAN1 progress.
In this paper, we put the focus on the general aspects of LCM of the following sub use cases:
· Beam management NW-side model.
· Positioning LMF-side model (e.g., case 3b). 
It is noted that, the gNB-side model of positioning (case 3a) is a specific use case in which the behaviour is similar to UE-side model due to the presence of the LMF. Therefore, we have separate discussion on this sub use case.

2.1 Performance Monitoring and Follow-up Actions

Performance Monitoring
For NW-side model, metrics deriving and decision-making procedure can be studied in RAN2. 
According to the agreements made in RAN2 #123 [3], the entity mappings for performance monitoring of NW-side models are shown in table 1:
Table 1 Mapped Entities for NW-side Model Performance Monitoring

	Use Case
	Mapped Entities for Performance Monitoring

	gNB-side Beam Management
	gNB

	LMF-side Positioning Accuracy Enhancement
	LMF


From the above mapped entities, it can be seen that for NW-side model, unlike UE-side model, the functions of metrics deriving for performance monitoring reside in the network. UE may only provide ground truth label related information to help NW-side performance monitoring. There are two cases of UE-aided metrics deriving of the NW-side performance monitoring as follows:
· Case 1. UE can provide ground truth labels to NW.
· Case 2. UE cannot provide ground truth labels to NW. 
For case 1, UE needs to report ground truth labels or related information to NW based on configuration, so the reporting signalling and procedure should be studied to support NW-side performance monitoring. While for case 2, it is only applicable for positioning sub use cases since UE can always provide the ground truth labels for beam management. We suggest discussing this case in RAN1 use case specific agenda item for positioning.
Proposal 1 To support the metrics deriving of NW-side model performance monitoring, study the signalling and procedure of ground truth label related reporting from UE to NW.
Proposal 2 If UE cannot provide ground truth labels to NW for positioning use cases, leave the related study to RAN1 use case specific agenda item for positioning.
Another aspect is UE-aided decision making of NW-side model. Typically, the decision will be made by NW itself since UE has no sufficient knowledge to make the judgement. Moreover, UE action or behaviour must be subject to NW command or configuration in 3GPP design, which means that UE cannot tell NW what to do. However, there may be occasions that UE may report information to assist NW make decisions on model performance monitoring, e.g., in beam management, there may be beam failure after NW indicates a specific beam as the decision made for model performance monitoring, so a new decision must be made to deal with the issue. It is suggested to study whether and how to introduce signalling and framework of UE-aided decision making of NW-side performance monitoring.
Proposal 3 Study whether and how to introduce signalling and framework of UE-aided decision making for NW-side model performance monitoring.
Model/Functionality Activation

The model/functionality activation signalling can be deployed in different procedures. For NW-side model, there is typically no model/functionality identification procedure and other model/functionality-related notifications to UE or other entities. However, for NW-side model, the model input may need to be collected from UE/gNB, and the related configuration for measurement and reporting will be configured by NW. If the model input is different from the legacy one, it may be one way for model activation that UE will be notified by NW. Therefore, the following two cases are available for NW-side model activation:
· Case 1 Model/functionality activation is not related to AI/ML model input enhancement, and it is transparent to UE.
· Case 2 Model/functionality identification is performed via AI/ML model input related enhancement, then model activation will be notified to UE via model input related configuration (there may not be explicit signalling needed for model activation).
So, we have the following proposal:
Proposal 4 Study whether model/functionality activation can be performed via AI/ML model input related signalling enhancement with potential NW notification to UE.
Model/Functionality Deactivation
The purpose of model/functionality deactivation is to terminate the LCM of current AI/ML model, for NW-side model, this procedure can be fully completed at NW without UE acknowledgement and assistance. 
Proposal 5 The model/functionality deactivation of NW-side model is done by the network, i.e., no explicit signalling is needed to notify UE.
Fallback
After the model/functionality deactivation, the fallback procedure can be done by legacy configuration at NW side, e.g., the NRPPa signalling for positioning use cases.
Observation 1 NW can use legacy configuration methods to enable the fallback procedure for NW-side model.
Model/Functionality Switching
Similar to model/functionality activation, the options for model/functionality switching are related to the model input and functionality granularity for NW-side model. For example, the functionality does not need to distinguish different model input then NW can switch the functionality/model by itself without any information exchange. However, if model input needs to be considered, then the model/functionality switching procedure may be done by the change/update of the model input related configuration and UE/gNB may need to be notified (e.g., if the new model input related measurement capability is supported in UE/gNB). There are several ways to complete the switching procedure, e.g., a pre-configured list for the functionality options. Further indications between NW and UE/gNB may be possible.
Observation 2 The model/functionality switching procedure is dependent on the granularity and other details of functionality being discussed in RAN1.

Proposal 6 Study whether the switching procedure can be done by the change/update of model input related configuration/functionality after RAN1 provides more details.
Model/Functionality Selection
For NW-side model, the model/functionality selection can be completed at NW without notifying UE, because NW has the full knowledge of the model deployed inside NW.
Proposal 7 The model/functionality selection can be completed at NW without notifying UE.

2.2 Model Inference
For NW-side model, the model input-related configuration can be studied in RAN2. Since the model input is determined by offline training phase at NW, NW can configure different types of reporting from UE to facilitate its model inference. E.g., For positioning case 3b, CIR/PDP/DP or other channel measurements can be model input candidates, and for beam management, the model input can be selected from beam ID/RSRP/CRI etc. Therefore, in RAN2, it is suggested to study whether and how to design a common framework to accommodate different types of model input and for different use cases. 
Proposal 8 Study whether and how to design a common framework to accommodate different types of model input to support model inference of different use cases.
2.3 Model Training
Only offline model training has been agreed in RAN1, so there cannot be any LCM signalling to trigger/terminate the training procedure itself, especially for NW side model. The only related LCM to support model training is data collection, which is discussed in our companion paper [4]. 
Observation 3 Only data collection procedure is necessary to support NW-side model training.

2.4 gNB-side model of AI/ML positioning

The gNB-side model (case 3a) of positioning is quite specific, from our understanding, when gNB and LMF are in one case and gNB has the model, then the behaviour of gNB should be similar to UE, so, it is out of RAN2 scope and should be discussed in other WGs (e.g., RAN1 and/or RAN3).
Proposal 9 Leave the LCM discussion of gNB-side model (case 3a) of AI/ML positioning to other WGs.

3 Conclusion
Proposal 1 To support the metrics deriving of NW-side model performance monitoring, study the signalling and procedure of ground truth label related reporting from UE to NW.
Proposal 2 If UE cannot provide ground truth labels to NW for positioning use cases, leave the related study to RAN1 use case specific agenda item for positioning.
Proposal 3 Study whether and how to introduce signalling and framework of UE-aided decision making for NW-side model performance monitoring.

Proposal 4 Study whether model/functionality activation can be performed via AI/ML model input related signalling enhancement with potential NW notification to UE.
Proposal 5 The model/functionality deactivation of NW-side model is done by the network, i.e., no explicit signalling is needed to notify UE.

Observation 1 NW can use legacy configuration methods to enable the fallback procedure for NW-side model.
Observation 2 The model/functionality switching procedure is dependent on the granularity and other details of functionality being discussed in RAN1.

Proposal 6 Study whether the switching procedure can be done by the change/update of model input related configuration/functionality after RAN1 provides more details.

Proposal 7 The model/functionality selection can be completed at NW without notifying UE.
Proposal 8 Study whether and how to design a common framework to accommodate different types of model input to support model inference of different use cases.
Observation 3 Only data collection procedure is necessary to support NW-side model training.

Proposal 9 Leave the LCM discussion of gNB-side model (case 3a) of AI/ML positioning to other WGs.
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