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1 Introduction
In the RAN2#125 meeting, some important issues on PDCP transmitter notifying receiver on the discarded SN information, and the following agreements have been reached [1]:
Agreements

1.
To define a mechanism for PDCP Transmitter to report to PDCP Receiver about the gap on the PDCP SN (i.e., transmitting PDCP entity can inform the receiving PDCP entity about the discarded SDUs).  

2
To agree that the usage of a PDCP SN gap report is under network control (i.e. network configures UE whether/when PDCP SN gap report can be used).  The UE should report only if there gaps (i.e. if the UE does re-association and there are not gaps, the UE is not required to transmit).   

3
Define a new UE capability to indicate the support of PDCP SN Gap reporting.

In this contribution, we would like to discuss more remaining issues with PDCP SN Gap reporting. 

2 Discussion 
During the post RAN2#125 meeting email discussion, the issues related to the PDCP SN Gap Report was discussed [2]. The mojority of companies support the use of PDCP Control PDU with bitmap indicating the COUNT values of discarded SDU(s), similar to the format of the PDCP status report. Some companies propose a header-only PDCP Data PDU approach where after performing PDCP SDU discard, the transmitting PDCP entity may send a header only PDCP data PDU to the receiving PDCP entity. 
In our view, the header only PDCP Data PDU approach has a much higher impact on the standard compared with the PDCP Control PDU approach. First, it is a new behavior that a L2 sublayer removes the SDU from the upper layer from the PDU. Second, the header-only approach may have high overhead if a batch of PDCP SDUs are discarded. Third, when the SN gap happens, the SDU(s) causing the SN gap are already discarded. How to remove the SDU of the PDCP PDU is undefined. If new header only PDCP Data PDU is generated with discarded COUNT value, will it be put into the end of the queue or head of queue? These issues will lead to a lot of discussions and may cause a lot of standard impacts. We propose to remove this option and stick to the majority view on using the PDCP Control PDU for SN gap reporting.
Proposal 1: Use PDCP Control PDU with bitmap indicating the COUNT values of discarded SDU(s).

For the triggering of the PDCP SN Gap reporting, after the email discussion, the rapporteur proposes that PDCP Tx entity triggers the PDCP SN gap report when there is a buffered SDU associated with an SN higher than the SN of the discarded SDU(s) (due to expiry of the discard timer) and these SDU(s) have not been transmitted for UM DRBs and AM DRBs.
In our opinion, the above condition is about how to decide there is an SN gap by the transmitting PDCP entity. We think if the condition in the proposal is used for triggering the SN gap report, there is a very high chance that it will trigger the report too frequently. Consider SDU discard may happen in slightly different time for different SDUs, as shown in Figure 1, the SN Gap report will be triggered every time an SDU is discarded, which is a very inefficient design and has a lot of overhead/radio resource consumption. 
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Figure 1. An example of SDU discard at Tx PDCP entity
There can be different approaches to prevent this frequent signaling, e.g., the following three options can be considered:
· Option 1: A prohibit timer is used. The SN gap report cannot be transmitted when the prohibited timer is running.

· Option 2: A threshold is used on the number of SDUs discarded to trigger the SN gap report.

· Option 3: Only PDU Set discard can trigger the SN gap report.
All the three options can address the issue of frequent signaling to some extent. The SN gap issue exists for the legacy system. The SN gap reporting is introduced mainly for the purpose of supporting PDU Set discard, since the PDU Set discard will cause bigger SN gap than legacy behavior. Besides the condition on the SN gap determination, we think that PDU Set discard should be considered as the triggering of the SN gap report. If the network wants PSI-based discard can also trigger the SN gap reporting, it may configure the PDCP entity with PDU Set discard as well. In this case, the PDU Sets with low importance PSI will be discarded simultaneously and trigger the SN gap report if other condition is met. Therefore, it is proposed that once the SN gap is detected and the SN gap is due to the PDU Set discard, the PDCP SN Gap Report is transmitted.
Proposal 2: Only when SN gap is due to PDU Set discard, the PDCP SN Gap Report is transmitted.

It needs to mention that the SN gap determination should be after the last transmission of PDCP SN Gap Report, which needs to be captured in the TP. Based on above proposals, we have the following proposal on the final trigger of the PDCP SN Gap Report Control PDU.
Proposal 3: PDCP Tx entity triggers the PDCP SN gap report when after the transmission of last PDCP SN gap report, there is a buffered SDU associated with an SN higher than the SN of the discarded SDU(s) (due to expiry of the discard timer) and these SDU(s) have not been transmitted for UM DRBs and AM DRBs, and at least one of these SDU(s) belong to a PDU Set.

If the format of the PDCP status report is followed, the SN Gap Report will use a field FDC (First Discarded COUNT) and a bitmap to indicate the COUNT values of the discarded SDUs. For the receiver behavior of the PDCP SN Gap Report, it is natural to assume that the receiving entity can consider all SDUs indicated by the FDC and the bitmap in the report as discarded. State variables such as RX_DELIV and RX_NEXT need to be updated accordingly. Deliver applicable stored SDU(s) to upper layer when necessary.
In the operation of receiving the PDCP SN Gap Report, receiving a PDCP Data PDU from lower layers, or upon t-Reordering expiry, there is a similar step:

- deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before;

-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from COUNT = RX_DELIV/RX_REORD;
When SDU(s) are considered discarded at the receiving PDCP entity, the “consecutively associated COUNT value(s)” should consider these discarded SDU(s) as well, since these discarded SDU(s) can be considered as if they were stored when counting the COUNT value(s). We propose the following: 
Proposal 4: When delivering all stored PDCP SDU(s) with consecutively associated COUNT value(s) to upper layers, the consecutively associated COUNT value(s) include those of SDUs considered as discarded. This change applies to receive operation of PDCP SN Gap Report, actions when a PDCP Data PDU is received from lower layers, and actions when a t-Reordering expires.
Based on above proposals, new sub-clauses on transmit operation and receive operation of the PDCP SN Gap Report need to be added in TS38.323. The enhancements to 5.2.2.1 Actions when a PDCP Data PDU is received from lower layers, and to 5.2.2.2
 Actions when a t-Reordering expires are also needed. The TPs to these enhancements are included in Annex. The TP on the format of the SN Gap Report is not included, since it is quite straightforward based on the legacy PDCP status report.
Proposal 5: Agree TPs to TS 38.323 in Annex.
3 Conclusion

In this contribution we discuss the remaining issue on the PDCP SN gap reporting for supporting XR and media services. We make the following observation and proposals:
Proposal 1: Use PDCP Control PDU with bitmap indicating the COUNT values of discarded SDU(s).

Proposal 2: Only when SN gap is due to PDU Set discard, the PDCP SN Gap Report is transmitted.

Proposal 3: PDCP Tx entity triggers the PDCP SN gap report when after the transmission of last PDCP SN gap report, there is a buffered SDU associated with an SN higher than the SN of the discarded SDU(s) (due to expiry of the discard timer) and these SDU(s) have not been transmitted for UM DRBs and AM DRBs, and at least one of these SDU(s) belong to a PDU Set.

Proposal 4: When delivering all stored PDCP SDU(s) with consecutively associated COUNT value(s) to upper layers, the consecutively associated COUNT value(s) include those of SDUs considered as discarded. This change applies to receive operation of PDCP SN Gap Report, actions when a PDCP Data PDU is received from lower layers, and actions when a t-Reordering expires.

Proposal 5: Agree TPs to TS 38.323 in Annex.
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Annex: TP to TS38.323
Start of the Change
5.X
SN gap reporting

5.X.1
Transmit operation

For DRBs configured by upper layers to send a PDCP SN Gap Report in the uplink (snReportRequired in TS 38.331 [3]), the transmitting PDCP entity shall trigger a PDCP SN Gap Report when after the last transmission of a PDCP SN Gap Report:

-
there is a buffered SDU associated with an SN higher than the SN of the discarded SDU(s), these SDU(s) have not been transmitted, pdu-SetDiscard is configured and at least one of these SDU(s) belong to a PDU Set.
If a PDCP SN Gap Report is triggered, the transmitting PDCP entity shall:

-
compile a PDCP SN Gap Report as indicated below by:

-
setting the FDC field to the smallest COUNT value of the discarded and not transmitted SDU(s) after the last transmission of a PDCP SN Gap Report;

-
if there are more discarded SDU(s) with COUNT value larger than FDC:

-
allocating a Bitmap field of length in bits equal to the number of COUNTs from and not including the first discarded PDCP SDU up to and including the last discarded PDCP SDUs, rounded up to the next multiple of 8, or up to and including a PDCP SDU for which the resulting PDCP Control PDU size is equal to 9000 bytes, whichever comes first;

-
setting in the bitmap field as '1' for all PDCP SDUs that have been discarded and not transmitted, and ‘0’ otherwise;

-
submit the PDCP SN Gap Report to lower layers as the first PDCP PDU for transmission via the transmitting PDCP entity as specified in clause 5.2.1 for Uu interface.

Next Change
5.X.2
Receive operation
For DRBs, when a PDCP SN Gap Report is received in the downlink, the receiving PDCP entity shall:

-  consider for each PDCP SDU, if any, with the bit in the bitmap set to ‘1’, or with the associated COUNT value equal to the value of FDC field as discarded;
-  if the maximum COUNT value of the discarded SDU >= RX_NEXT:

- update RX_NEXT to the maximum COUNT value of the discarded SDU plus 1;
-  if any COUNT value of the discarded SDU = RX_DELIV:

-  deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before;

-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from COUNT = RX_DELIV, where consecutively associated COUNT value(s) include those of SDUs considered as discarded;

-
update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers and is not considered as discarded, with COUNT value > RX_DELIV;

-  if t-Reordering is running, and if RX_DELIV >= RX_REORD:

-  stop and reset t-Reordering.

-  if t-Reordering is not running, and RX_DELIV < RX_NEXT:

-  update RX_REORD to RX_NEXT;

-  start t-Reordering.

Next Change
5.2.2.1
Actions when a PDCP Data PDU is received from lower layers
In this clause, following definitions are used:

-
HFN(State Variable): the HFN part (i.e. the number of most significant bits equal to HFN length) of the State Variable;

-
SN(State Variable): the SN part (i.e. the number of least significant bits equal to PDCP SN length) of the State Variable;

-
RCVD_SN: the PDCP SN of the received PDCP Data PDU, included in the PDU header;

-
RCVD_HFN: the HFN of the received PDCP Data PDU, calculated by the receiving PDCP entity;

-
RCVD_COUNT: the COUNT of the received PDCP Data PDU = [RCVD_HFN, RCVD_SN].
At reception of a PDCP Data PDU from lower layers, the receiving PDCP entity shall determine the COUNT value of the received PDCP Data PDU, i.e. RCVD_COUNT, as follows:
-
if RCVD_SN < SN(RX_DELIV) – Window_Size:
-
RCVD_HFN = HFN(RX_DELIV) + 1.

-
else if RCVD_SN >= SN(RX_DELIV) + Window_Size:

-
RCVD_HFN = HFN(RX_DELIV) – 1.

-
else:

-
RCVD_HFN = HFN(RX_DELIV);
-
RCVD_COUNT = [RCVD_HFN, RCVD_SN].

After determining the COUNT value of the received PDCP Data PDU = RCVD_COUNT, the receiving PDCP entity shall:

-
perform deciphering and integrity verification of the PDCP Data PDU using COUNT = RCVD_COUNT;

-
if integrity verification fails:

-
indicate the integrity verification failure to upper layer;

-
discard the PDCP Data PDU and consider it as not received;

-
if RCVD_COUNT < RX_DELIV; or

-
if the PDCP Data PDU with COUNT = RCVD_COUNT has been received before:

-
discard the PDCP Data PDU;

If the received PDCP Data PDU with COUNT value = RCVD_COUNT is not discarded above, the receiving PDCP entity shall:
-
store the resulting PDCP SDU in the reception buffer;

-
if RCVD_COUNT >= RX_NEXT:

-
update RX_NEXT to RCVD_COUNT + 1.

-
if outOfOrderDelivery is configured:

-
deliver the resulting PDCP SDU to upper layers after performing header decompression using EHC.
-
if RCVD_COUNT = RX_DELIV:

-
deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before;

-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from COUNT = RX_DELIV, where consecutively associated COUNT value(s) include those of SDUs considered as discarded;

-
update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers and is not considered as discarded, with COUNT value > RX_DELIV;

-
if t-Reordering is running, and if RX_DELIV >= RX_REORD:

-
stop and reset t-Reordering.

-
if t-Reordering is not running (includes the case when t-Reordering is stopped due to actions above), and RX_DELIV < RX_NEXT:

-
update RX_REORD to RX_NEXT;

-
start t-Reordering.

Next Change
5.2.2.2
Actions when a t-Reordering expires
When t-Reordering expires, the receiving PDCP entity shall:

-
deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before:

-
all stored PDCP SDU(s) with associated COUNT value(s) < RX_REORD;
-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from RX_REORD, where consecutively associated COUNT value(s) include those of SDUs considered as discarded;

-
update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers and is not considered as discarded, with COUNT value >= RX_REORD;

-
if RX_DELIV < RX_NEXT:

-
update RX_REORD to RX_NEXT;

-
start t-Reordering.

End of Change
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