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1. Introduction

A new WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface had been agreed in RAN#102, the following parts are led by RAN2 [1]:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:

· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback

· Identification related signalling is part of the above objective 

· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 

· For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection

· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 

· Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

In this contribution, we will focus on LCM discussion on data collection for network-sided model training purpose.
2. Discussion 
Compared to data collection for UE-sided model training, data collection for network-sided model training seems less controversial during the study item period, the following requirements are captured into the TR [2]:

7.2.1.3.1
Considerations for network-side data collection 

A set of general data collection principles is expected to be considered for network-side model training. These include:

· UE to support data logging,

· UE to report the collected data periodically, event-based, and on-demand,

· The UE memory, processing power, energy consumption, signalling overhead should be considered.

Note: The above principles can be revised depending on RAN1 requirements.

Furthermore, and regarding the use cases in this study, the following is considered. 

For CSI and beam management use cases, the training of network-side models can consider both gNB and OAM-centric data collection mechanisms. The gNB-centric data collection implies that the gNB can configure the UE to initiate/terminate the data collection procedure. The potential impact of L3 signalling for the reporting of collected data should be assessed.  

On the other hand, OAM-centric data collection implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure. MDT framework can be considered to achieve this. The potential impact on MDT for RRC_CONNECTED state should be assessed.

For positioning use cases, when considering LMF-side inference, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. While for LMF-side performance monitoring, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF.

Note: For gNB- and OAM-centric data collection, there may be a need to consult with RAN3 and SA5 whether/how OAM is to be involved.

Note: For possible impacts due to positioning use cases, there may be a need to consult with RAN3 whether/how NRPPa is to be involved.

As we known, both BM and positioning are RAN1-led use cases, it’s quite strange to leave RAN1 behind when RAN2 discusses something on data collection for network-sided model training although RAN2 becomes the leader group to discuss the general part based on the R19 WID scope [1].
So far, RAN1 has not concluded that data collection for training purpose must be specified in R19 although some basic data collection requirements are captured into the TR, so it’s for true that RAN2 still has some dependency on RAN1 inputs on data collection for training purpose.
Observation 1: So far, there is no clear evidence from RAN1 that data collection for training purpose must be specified in R19.
From RAN2 perspective, on one hand, we can further check the necessity with RAN1, on the other hand, the technical discussion still can happen in RAN2 for progress.
Proposal 1: RAN2 can further check with RAN1 on the necessity to specify data collection method for network-sided model training and in the meanwhile, RAN2 can also have some technical discussion on this part for progress.
Although the general data collection requirements are the same across BM and positioning use cases, the signaling details are still different, so we’d like to split the discussion based on use cases.

For BM use cases, both gNB and OAM centric data collection methods are considered during the study item phase. In our view, it’s not a good idea to define two different methods on training data collection for the same use case even if the data user may be different. The reason is that this is for model training on network-sided model, two different methods over the air for the same use case are big burden from UE point of view. On the other hand, data sharing is not a big issue even in legacy between gNB and OAM, so when we decide to collect data for network-sided model training, a harmonized solution is preferred over the air for both gNB and OAM centric data collection methods.
Proposal 2: For BM use cases, RAN2 aims for a harmonized solution over the air for both gNB and OAM centric data collection methods.
For gNB centric data collection method, it implies that the gNB can configure the UE to initiate/terminate the data collection procedure, which may involve RAN3; while for OAM centric data collection method, it implies that the OAM provides the configuration (via the gNB) needed for the UE to initiate/terminate the data collection procedure, which may involve RAN3/SA5. Based on above, cross-group working may be needed, which can be triggered via RAN2 LS.
Proposal 3: For BM use cases, for both gNB and OAM centric data collection methods, the cross-group working if identified can be triggered via RAN2 LS.
As for the metric to collect, RAN1 gave the following guidance in the reply LS during the study item phase [3]:
For Beam management

	LCM purpose
	UE-side/NW-side models
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	UE-side, NW-side


	L1-RSRPs and/or beam-IDs


	See Note 1 for L1-RSRPs


	Relaxed


	


Based on above, it’s quite clear that at least L1-RSRPs and/or beam-IDs needs to be collected for BM model training, but it seems RAN1 has not decided yet on which signaling, e.g. L1/L3, to carry the collected training dataset.
Observation 2: So far, RAN1 has not decided yet on which signaling, e.g. L1/L3, to carry the collected training dataset for BM use cases.
In our view, RAN2 needs to check this part with RAN1; otherwise, RAN2 may waste our time for nothing.
Proposal 4: If data collection for training is specified, RAN2 needs to further check with RAN1 on which signaling, e.g. L1/L3, to carry the collected training dataset for BM use cases.
As for positioning use cases, only the following use cases are first priority for network-sided model [1]:
· Direct AI/ML positioning:

· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 

 

· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
For Case 3b, when considering LMF-side model training, it is assumed that the LPP protocol should be applied to the data collected by UE and terminated at LMF, while the NRPPa protocol should be applied to the data collected by gNB and terminated at LMF. RAN2 can first confirm this basic assumption.
Proposal 5: For LMF-sided model training, if UE-sided metric(s) needs to be collected, LPP signaling should be used to carry the dataset from UE side; while if gNB-sided metric(s) needs to be collected, NRPPa signaling should be used to carry the dataset from gNB side.
NRPPa signaling may involve RAN3 work, the cross-group working can be triggered via RAN2 LS.
Proposal 6: For LMF-sided model training, if gNB-sided metric(s) needs to be collected via NRPPa signaling, the cross-group working can be triggered via RAN2 LS.
For Case 3a, when considering gNB-sided model training, gNB can get the training data by itself. As for new SRS configuration to UE for training data collection purpose, we think RAN1 should discuss first.

Proposal 7: For gNB-sided model training, RAN2 confirms gNB will acquire the training dataset by itself.
As for the metric to collect, RAN1 gave the following guidance in the reply LS during the study item phase [3]:

For positioning

	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info

See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:

~100 bits to 1000s bits per PRS/SRS resource

See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 

See Note 3
	Relaxed
	

	
	AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output

See Note 2
	10s bits to 100s bits per PRS/SRS resource

See Note 3
	Relaxed
	


Based on above, the data content is quite different for different use case. For Case 3b, i.e. Direct AI/ML positioning, the following data types will be collected:
· Measurements (corresponding to model input): timing, power, and/or phase info.
· Label: Location coordinates as model output.

For Case 3a, i.e. AI/ML assisted positioning, the following data types will be collected:

· Measurements (corresponding to model input): timing, power, and/or phase info.
· Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output.
We understand for LMF-sided model training, at least Measurements (corresponding to model input) will be collected from UE side, but for other metric like Label, it’s still unclear where this info comes from. For gNB-sided model training, it seems gNB can acquire all the data by itself.
Proposal 8: If data collection for training is specified for Case 3b, RAN2 confirms the following metrics will be collected from UE side for training purpose:
· Measurements (corresponding to model input): timing, power, and/or phase info.
3. Conclusion
In conclusion, we propose the followings:

Observation 1: So far, there is no clear evidence from RAN1 that data collection for training purpose must be specified in R19.

Observation 2: So far, RAN1 has not decided yet on which signaling, e.g. L1/L3, to carry the collected training dataset for BM use cases.
Proposal 1: RAN2 can further check with RAN1 on the necessity to specify data collection method for network-sided model training and in the meanwhile, RAN2 can also have some technical discussion on this part for progress.
Proposal 2: For BM use cases, RAN2 aims for a harmonized solution over the air for both gNB and OAM centric data collection methods.

Proposal 3: For BM use cases, for both gNB and OAM centric data collection methods, the cross-group working if identified can be triggered via RAN2 LS.
Proposal 4: If data collection for training is specified, RAN2 needs to further check with RAN1 on which signaling, e.g. L1/L3, to carry the collected training dataset for BM use cases.
Proposal 5: For LMF-sided model training, if UE-sided metric(s) needs to be collected, LPP signaling should be used to carry the dataset from UE side; while if gNB-sided metric(s) needs to be collected, NRPPa signaling should be used to carry the dataset from gNB side.

Proposal 6: For LMF-sided model training, if gNB-sided metric(s) needs to be collected via NRPPa signaling, the cross-group working can be triggered via RAN2 LS.
Proposal 7: For gNB-sided model training, RAN2 confirms gNB will acquire the training dataset by itself.
Proposal 8: If data collection for training is specified for Case 3b, RAN2 confirms the following metrics will be collected from UE side for training purpose:

· Measurements (corresponding to model input): timing, power, and/or phase info.
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