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Introduction

In RAN 1 #122, the following agreement was made for use case identification:

	Agreement
For 6GR AI/ML use cases identification/categorization, for each (sub-)use case proposed, proponent companies are encouraged to study and report the following: 
· Definition of each (sub-)use case, including at least AI/ML model input/output
· The evaluation assumption, methodology, KPIs, benchmark, and preliminary simulation results
· Assumption on training types, e.g.,
· offline training, online training/finetuning
· Label construction (if applicable), including whether/how to obtain label data for model training
· Assumption on model location for inference, e.g., UE-sided model, NW-sided model, and two-sided model
· Collaboration/interaction between UE and NW, e.g., 
no collaboration/interaction
UE/Network collaboration targeting at separate or joint ML operation
· High level potential specification impact 



This paper summarized the proposed use cases for 6GR study on AI/ML. 
Use cases
CSI prediction and CSI-RS overhead reduction 

Proposed observation 2.1 v1:

For 6GR AI/ML use cases identification/categorization, [24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 sources] provided preliminary simulation results and analysis on frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RS with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table A.
· [4 6 sources] provided preliminary simulation results (or by citing to NR study for CSI time domain prediction) and analysis on CSI time domain prediction with AI/ML wherein [xx 3 sources] assumed Rel-19 CSI prediction while [xx 3 sources] assumed differently. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· [4 sources] provided preliminary simulation results and analysis on CSI prediction cross carrier/band/frequency block with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/training type) and initial analysis can be found in Table B.
· [2 sources] provided preliminary simulation results and analysis on CSI prediction across analog beams with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· Besides, one source provided preliminary simulation results and analysis on, Tokenized CSI prediction (Huawei), and time domain CSI prediction combining CSI-RS and DMRS measurements (MediaTek). 
Note: whether/how to capture the observation in the TR is a separate discussion.

Table A
	Sub-use case
	Sub-Case A: Frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RSCSI prediction with sparse CSI-RS in frequency and/or spatial domain with AI/ML

	Reported 
companies
	(23) Ericsson1, ZTE2, vivo3, OPPO, Xiaomi, CMCC, Huawei4, Samsung, Fujitsu, Apple, Qualcomm5, Kyocera6, Nokia7, {Spreadtrum, UNISOC}8, Interdigital9, Lenovo, LGE10, DoCoMo11, CEWiT, IITM, IIT Kanpur, Tejas, {CATT, CICTCI}12

	Model input
(for decoder for 2-sided model, when applicable)
	1. Measurement of channel with sparse/low overhead CSI-RS (majority)
1a. Additional long-term multi-path power/angle/delay info information as assistance information4
2. Received RS signal7,8,9
3. Reported CSI for NW-sided model3,4,5

	Model output
(for decoder for 2-sided model, when applicable)
	1. Full channel matrix (majority)
2. Eigenvector 3 for NW-sided model
3. Channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12

	Label
	1. Estimated/ideal channel matrix based on full CSI-RS density(majority)
2. Ideal precoding matrix with full dimension3 
3. Estimated/ideal channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12

	Training types 
	Offline training(majority)
Online finetuning for UE-sided model (for NW-sided model + UE sided model without training collaboration)4 

	KPI
	NMSE, SGCS, throughput, ratio of CSI-RS overhead

	Benchmark
	1. non-AI based on full CSI-RS
2. non-AI based on sparse CSI-RS

	Model location for inference
	UE-sided model, 
NW-sided model2,3, 4,5,6,,
Two-sided model3,4
NW-sided model + UE-sided model without training collaboration4,

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
As NW-sided model in NR
As two-sided model for CSI compression4 in NR

	Potential spec impact
	1.Sparse CSI-RS design and corresponding feedback (especially for NW-sided model)
2. Signalling/ procedure related to LCM including the support of online finetuning, when applicable
3. Inter-vendor collaboration for two-sided model, when applicable




Table B
	Sub-use case
	Sub-Case B:
CSI time domain prediction (as Rel-19 CSI prediction or extension5GA)
	Sub-case C: 
CSI prediction cross carrier/band/frequency band A
	Sub-Case D:
CSI prediction across analog beams

	Reported
Companies
	(46) Ericsson2, BJTU, Samsung, MediaTek3, LGE, vivo1
	(4) Samsung, Apple, LGE, DoCoMo1
	(2) Samsung, vivo1

	Model input
	1. Channel matrix over K CSI-RS occasions 
2. Measurements of interference over K CSI-RS occasions1 
3. Channel matrix over K CSI-RS occasions with 20ms periodicity3 
4 Channel matrix with one P CSI-RS with 20ms periodicity and K-1 AP CSI-RS2 
	Channel matrix of carrier/band/frequency block A
	Channel matrix of Set B of beams

	Model output
	1. Channel matrix of future instances
2. Interference in future instances1
	Channel matrix of carrier/band/frequency block B
	Channel matrix of Set A of beams

	Label
	Measurement in future time occasions.

	Channel matrix of carrier/band/frequency block B
	Channel matrix of Set A of beams

	Training types assumption
	offline training
	offline training
	offline training

	KPI
	NMSE, SGCS, throughput, [ratio of CSI-RS overhead]
	SGCS, NMSE, throughput, ratio of CSI-RS overhead 
	SGCS, NMSE, throughput, ratio of CSI-RS overhead

	Benchmark
	
	1.Ground truth of target frequency block
2. Sample and hold 
	Ground truth of Set A of beams

	Model location for inference
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
Two-sided model1

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
CSI prediction in NR
As NW-sided model in NR1
	As UE-sided model in NR
CSI prediction in NR
	As UE-sided model in NR
CSI prediction in NR

	Potential spec impact
	1. As AI based CSI prediction in NR 
2. Reporting content, signalling and procedure for LCM for extension cases1

	1. Cross carrier/frequency switching procedure enhancement based on predicted CSI
2. signalling/ procedure related to LCM
	1.CSI-RS configuration for predicted beams
2. signalling/ procedure related to LCM




Proposed observation 2.1 v2:

For 6GR AI/ML use cases identification/categorization, [24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 sources] provided preliminary simulation results and analysis on frequency and/or spatial domain CSI prediction with sparse/low overhead/no CSI-RS with AI/ML. 
· [6 sources] provided preliminary simulation results (or by citing to NR study for CSI time domain prediction) and analysis on CSI time domain prediction with AI/ML wherein [5 3 sources] assumed Rel-19 CSI prediction while [1 3 source] assumed differently. 
· Besides, [2 sources (Samsung, vivo)] provided preliminary simulation results and analysis on CSI prediction across analog beams with AI/ML. one One source provided preliminary simulation results and analysis on, Tokenized CSI prediction (Huawei), and time domain CSI prediction combining CSI-RS and DMRS measurements (MediaTek). 
· Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table A.
Note: whether/how to capture the observation in the TR is a separate discussion.

Table A
	Sub-use case
	Sub-Case A: Frequency and/or spatial domain CSI prediction with sparse/low overhead/no CSI-RS with AI/ML
	Sub-Case B:
CSI time domain prediction (as Rel-19 CSI prediction or extension)

	Reported 
companies
	(23) Ericsson1, ZTE2, vivo3, OPPO, Xiaomi, CMCC, Huawei4, Samsung13, Fujitsu, Apple14, Qualcomm5, Kyocera6, Nokia7, {Spreadtrum, UNISOC}8, Interdigital9, Lenovo, LGE10, DoCoMo11, CEWiT, IITM, IIT Kanpur, Tejas, {CATT, CICTCI}12
	(6) Ericsson2, BJTU, Samsung, MediaTek3, LGE, vivo1

	Model input
(for decoder for 2-sided model, when applicable)
	1. Measurement of channel with sparse/low overhead CSI-RS (majority)
1a. Additional long-term multi-path power/angle/delay info information as assistance information4
2. Received RS signal7,8,9
3. Reported CSI for NW-sided model3,4,5
4. Channel matrix of carrier/band/frequency block A10,11,13,14
	1. Channel matrix over K CSI-RS occasions 
2. Measurements of interference over K CSI-RS occasions1 
3. Channel matrix over K CSI-RS occasions with 20ms periodicity3 
4 Channel matrix with one P CSI-RS with 20ms periodicity and K-1 AP CSI-RS2 

	Model output
(for decoder for 2-sided model, when applicable)
	1. Full channel matrix (majority)
2. Eigenvector 3 for NW-sided model
3. Channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12
4. Channel matrix of carrier/band/frequency block B10,11,13,14
	1. Channel matrix of future instances
2. Interference in future instances1

	Label
	1. Estimated/ideal channel matrix based on full CSI-RS density(majority)
2. Ideal precoding matrix with full dimension3 
3. Estimated/ideal channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12
4. Channel matrix of carrier/band/frequency block B10,11,13,14
	Measurement in future time occasions.


	Training types 
	Offline training(majority)
Online finetuning for UE-sided model (for NW-sided model+UE sided model without training collaboration)4 
	offline training

	KPI
	NMSE, SGCS, throughput, ratio of CSI-RS overhead
	NMSE, SGCS, throughput, [ratio of CSI-RS overhead]

	Benchmark
	1. non-AI based on full CSI-RS
2. non-AI based on sparse CSI-RS
3. Ground truth of target frequency block or sample and hold from the measurement of carrier/band/frequency A10,11,13,14
	

	Model location for inference
	UE-sided model, 
NW-sided model2,3, 4,5,6,
Two-sided model3,4
NW-sided model + UE-sided model without training collaboration4,
	UE-sided model
NW-sided model1

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
As NW-sided model in NR
As two-sided model for CSI compression4 in NR
	As UE-sided model in NR
in NR
As NW-sided model in NR1

	Potential spec impact
	1.Sparse CSI-RS design and corresponding feedback (especially for NW-sided model)
2. Signalling/ procedure related to LCM including the support of online finetuning, when applicable
3. Inter-vendor collaboration for two-sided model, when applicable
4. Cross carrier/frequency switching procedure enhancement based on predicted CSI10,11,13,14
	1. As AI based CSI prediction in NR 
2. Reporting content, signalling and procedure for LCM for extension cases1







	Company
	Support or not
	Comment

	FL
	
	Intention is to agree on the above as observation.
In addition, I suggest to delete the part marked as grey, because no evaluation results provided. 
Please share your view and comment 

	NTT DOCOMO
	
	The boundary of Sub case E and Sub case A is not clear to us. Both of them are considering the spatial domain CSI prediction. Our suggestion is to merge these two sub-cases. 

	QC
	
	In Table A, please add
Model input: CSI information (e.g., preferred CSI-RS ports subset) = > FL: unclear model input
Labe: Ideal CSI information (e.g., preferred CSI-RS ports subset) => FL: unclear model output
KPI: Accuracy of predicted CSI information

In Table B, sub-Case B, please add
Model input: Interference measurements via IMR and DMRS. Decoding information.
Model output: Predicted CSI (e.g., RI, CQI) for future time occasions
Label: Measurement of channel/interference and CSI (e.g., RI, CQI) in the future time occasions

Not clear what “the part marked as grey” is referring to. =>FL: I think I already deleted it.(hopefully)

	Huawei, HiSilicon
	
	1, “CSI-RS overhead reduction” – whether this benefit can be achieved or not, is questionable, since there is anyway non-AI/ML UE existing; it is not likely to reduce the cell-specific CSI-RS just due to the existing of AI/ML UEs. On the other hand, if the model is NW-side, it is possible to achieve cell specific OH reduction (if UE feedback is mandatory); even though CSI-RS OH reduction cannot be achieved, it can reduce UE CSI complexity and UL overhead. Therefore, the key word is not “overhead reduction”, but “CSI prediction” (or CSI reconstruction).

[24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 sources] provided preliminary simulation results and analysis on sparse CSI-RS overhead reduction in frequency and/or spatial domain with AI/ML CSI prediction. Details can be found in Table A.


2, Huawei’s LT-CI aided CSI prediction can be merged into Table A, CSI-RS overhead reduction in frequency and/or spatial domain with AI/ML. Besides estimated channel matrix over sparse CSI-RS as model input, we also adopt additional long-term multi-path information as assistance information. 
In addition, we also consider NW-side model in evaluation.
For Training types of Table A, we also adopt online fine-tuning in evaluation.


Model input:
1. Estimated channel matrix over sparse CSI-RS
1a. Additional long-term multi-path power/angle/delay info information as assistance information4
2. Received RS signal7,8,9
3 Eigenvector2,3 
4 Reported CSI for NW-sided model4, 5,10

Training types assumption:
Offline training, online finetuning4
=>FL: this is up to implementation. And this is why I highlighted “assumption”
Model location for inference:
UE-sided model, 
NW-sided model2,3,4,5,6,10,
Two-sided model3,4

3. Regarding potential spec impact, new CSI type like explicit channel matrix is added.

Potential spec impact:
1.Sparse CSI-RS design
2. signalling/ procedure related to LCM
3. Inter-vendor collaboration for two-sided model, when applicable
4. Feedback of new CSI type to NW for NW side model

	Xiaomi
	
	We share same comments as DOCOMO that Sub case E can be merged to Sub case A.

	Fujitsu
	
	Similar question as NTT DoCoMo and Xiaomi regarding sub case E and sub case A.

	CATT, CICTCI
	Y
	(1) 
Understand the confusion from DOCOMO and other companies. Maybe better to Alt 1 (keep the purpose of NES): change the title of sub use case E into antenna port (so-called Type 1 spatial domain NES) or pattern on/off (so-called type 2 spatial domain NES). For type 2, the # of ports between model input and output are still the same, but the associated antenna elements are different due to the shut-down of some antenna elements.

Alt 2 is to totally merge sub case E (both port and pattern on/off) into sub use case A. In this case, the following change is needed:
	Observation:
· [23 sources] provided preliminary simulation results and analysis on CSI-RS overhead reduction prediction in frequency and/or spatial domain with AI/ML. Details can be found in Table A.

Name:
Sub-Case A: sparse CSI-RS prediction in frequency and/or spatial domain with AI/ML

Label:
1. Estimated/ideal channel matrix based on full CSI-RS density
2. Ideal precoding matrix with full dimension3
3. Estimated/ideal channel matrix/eigenvector with different/targeted antenna on/off patterns
(not port on/off patterns)



PS: We provide simulation results for both cases.

(2)
We believe an ID (e.g. associated ID) to implicit show the additional condition at NW sided is needed for UE-sided model. Is it considered as part of ‘LCM’?

(3)
BTW, is ‘the part marked as grey’ in FL comment means the part in excel file?

	SPRD
	
	We believe that sub use case E is specific to the NES scenario. If this is the case, we suggest clarifying it. For example, Sub-Case E: On/off of antenna port for NES. If not, we suggest merging it with sub-case A as a case for spatial domain overhead reduction.

	ZTE
	
	Regarding the two-sided model, based on our understanding on companies’ contribution, it seems there are at least the following different understandings: 
1) Joint CSI-RS pattern design and CSI prediction;
2) Joint CSI prediction and CSI compression
These two-sided model can be separated from the table A.

Regarding the label of sub-Case B, it seems this use case is exactly the same as 5G-A CSI prediction, but the label is different. More clarification is needed, or we can directly reuse what we have in 5G-A.

	Ofinno
	
	Regarding potential specification impact, AI-enabled RS subset activation needs to be considered, since RRC and MAC/PHY layers require new IEs or indicators to signal which subset of ports is active and whether AI inference is applied for full-port channel estimation/prediction based on partial-port CSI-RS.
On training type, online training (at UE-side for re-training the AI model based on the performance monitoring) can be considered as similar to HW.

	Nokia
	
	First, we suggest focusing only on Table A for now. It is clear that Table A contains the majority supported direction. 
Proposed observation 2.1:
[24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 sources] provided preliminary simulation results and analysis on CSI-RS overhead reduction in frequency and/or spatial domain with AI/ML. Details can be found in Table A.

Under Table A, 
· It is good to simplify the model input and output discussions without listing lot of variants. Suggest focusing on the main option. E.g., Model input : received signal on sparse CSI-RS. Model output : full size channel matrix
· Same applies to Label. Please focus on the main option. 
· It is not important to mention results in the Table. 
· Model location for inference : this shall be mainly a UE-sided model. That is the majority direction. 
· Collaboration : UE-side model from NR is the main assumption. 
Spec impacts : High-level suggestion from FL is sufficient for now. 

	MediaTek
	
	We support sub-case A and sub- case B. Are the listed companies only those providing evaluation results? We have provided evaluation results for sub-case B. Also, which is the part marked in grey?

	CMCC
	
	For Sub-Case E, there can be two different types when considering combination with AI and Rel-18 NES CSI. 
If it is CSI prediction for NES Type 1 CSI (TXRU on/off), we think it can be merged to Sub-Case A while the model output is CSI in another sub-configuration with different port pattern, not CSI in full ports.
If it is CSI prediction for NES Type 2 CSI (antenna element on/off), the number of CSI ports of model input and output are same, but the associated antenna element pattern of CSI is different, then it can be also merged into Sub-Case A. 
Model input:
1. Estimated channel matrix over sparse CSI-RS
2. Received RS signal7,8,9
3 Eigenvector2,3 
4 Reported CSI for NW-sided model5,10

Model output:
1. Estimated channel matrix including different CSI-RS ports from model input
2. Received RS signal7,8,9


	LGE
	
	In Table A, the UE-side model is considered more suitable for inference in sub-case A, and the corresponding simulation results are presented. Please see above with our edits for “Model input” and “Model location for inference”: 
Model input: 4. Reported CSI for NW-sided model5,10
Model location for inference: NW-sided model2,3,5,6,10

In Table A, please add
Model output: Sparse Channel matrix of inactive port/frequency region
Label: Estimated/ideal sparse channel matrix based on inactive CSI-RS density
· FL: no need to go such level of details
It is not clear whether the eigenvector used as the model input is derived from the full CSI matrix or from a sparse CSI matrix. In addition, it should be explicitly stated that the PMI at the model output is derived from the full-dimension channel matrix.
=>FL: 1 is for explicit channel, 3 is eigenvectors
In Table B, regarding the sub-case B, 
since we provided the evaluation results on cross-frequency band/range CSI prediction, we don’t support to mark the sub-case B as grey and please add out company (LGE) to ‘supported company’
Also, we are not clear what ‘frequency block’ is meant, so we prefer to change as following:
· Sub-use case: CSI prediction cross carrier/frequency block  CSI prediction cross carrier/frequency-band
· Model input: Channel matrix of frequency block A  Channel matrix/CSI/measurement of carrier/frequency-band A
· Model output: Channel matrix of frequency block B  Predicted Channel matrix/CSI/measurement of carrier/frequency-band B
· Label: Channel matrix of frequency block B  Ideal Channel matrix/CSI/measurement of carrier/frequency-band B

For the Sub-Case E, we support to study CSI prediction with different antenna on-off patterns for both current and future time instances.

	TCL
	
	Agree

	IIT Kanpur
	
	We are generally fine with the observation. For Table A, we also share QC’s view in adding the CSI information related to preferred CSI-RS ports subset to model input and label sections.  

	NEC
	
	Studying all sub use cases seems too much work load. We support to have a limited number of use cases, e.g., sub use A.

	Vivo
	
	Three comments;
1. Support QC’s comment to add the following sub-case into Table B subcase B:
· Model input: Interference measurements via IMR and/or DMRS.
· Model output: Predicted CSI (e.g., RI, CQI) for future time occasions
· Label: Measurement of channel/interference and CSI (e.g., RI, CQI) in the future time occasions
· Model location: UE sided or NW sided.
· =>let me check whether both vivo and Qc submitted results further
2. For Table B Sub-Case D, CSI interpolation across analog beams can also be NW sided model. And for interaction between UE and gNB, similar mechanisms can be applied for both one sided model and two sided model. Thus the model location should be revised as following;
· Model location for inference: UE sided model, NW sided model, two sided model
· Collaboraiton/interaction between UE and NW: As CSI prediction for UE-sided model in NR, As two-sided model for CSI compression4 in NR
· FL: let me check whether evaluation results provided
3. For Table B sub-case E, we are also fine to merge it into sub-case A. If not, we would also to make similar revision as sub-case D for both UE sided model, NW sided model and two sided model.






	OPPO
	
	Regarding the title of the use case, it seems that CSI-RS overhead reduction is more generic than CSI prediction and reflects its original purpose, otherwise we are somehow confused that we are trying to save CSI-RS OH or predicting CSI.

Considering the fact that Table A is with majority support, CSI-RS OH reduction in spatial and/or frequency domain can be with higher priority.  

	Ericsson
	
	Is “the part marked as grey” referring to the greyed columns in the excel document?

In Table A, sub-case A includes several further sub-use cases.  For instance, CSI-RS overhead reduction in frequency and/or spatial domain with AI/ML includes the following further sub-cases:
i)	CSI-RS overhead reduction in spatial domain
ii)	CSI-RS overhead reduction in frequency domain
iii)	CSI-RS overhead reduction in spatial and frequency domains.

Furthermore, the table includes UE-sided, NW-sided, and two-sided model.  To limit the sub-use cases within CSI-RS overhead reduction, further splitting and prioritization of these sub-sub use cases is needed.

For the preliminary result in Table B and also in some columns in the excel sheet corresponding to Table A, we suggest to use more quantitative description.  For instance, ‘Decent SGCS’ does not provide much information.  Suggest to quantify percentile gain over the baseline used in the simulations.
In Table B, sub-Case B, please add
Label: Measurements of channel in future time occasions.
Benchmark: Rel-18 CSI prediction and Rel-19 AI CSI prediction using periodic CSI-RS with a large periodicity (e.g., 20 ms)


	InterDigital
	
	We agree with DCM and others that cases A and E should be merged. 
At this point, there is not much value in being too specific based on subtle nuances or detailed approaches for different sub-cases. It is clear from the contributions that companies listed for a sub-use case have various differences in terms of details. While it may be reasonable to acknowledge different approaches that companies have used, we should not spend time on the detailed classification, capturing potential spec impact, etc. The task at hand is to identify use cases and subsequently, different approaches can be studied in detail after the conclusion of the current phase. 

	Samsung
	
	Support the observation. We believe that the difference between sub use case A and sub use case E needs to be clarified. 

	CATT2
	
	Due to the incident in offline discussion, some alignment change seems missed from the latest draft version, e.g. name of the Table A…
I take the liberty to modify the latest table a bit, please FL have a check whether the edit mark change in the latest table is correct/acceptable.

	MediaTek
	
	For Table B, sub-case B, following are the details from our evaluation:
	Model input
	Past CSI samples obtained from CSI-RS measurements 

	Model output
	Future CSI at time granularity finer than CSI-RS periodicity

	Label
	Measurement in future time occasions at finer time resolution.


	Training types assumption
	offline training

	KPI
	NMSE, SGCS, throughput

	Benchmark
	Sample and hold

	Model location for inference
	UE-sided model or NW-sided

	Collaboration/interaction between UE and NW
	For UE-sided model: UE to initiate data collection and report prediction. 

	Potential spec impact
	Signaling for data collection and inference




	vivo
	
	For sub-case B, the following information is updated.



[bookmark: OLE_LINK61]Model output.   Channel matrix of future instances, Interference in future instances
Model location for inference.  UE-sided model, NW sided model
[bookmark: OLE_LINK63]Collaboration/interaction between UE and NW. As UE-sided model in NR, As NW-sided model in NR
[bookmark: OLE_LINK62]Potential spec impact   As CSI prediction in NR for Rel-19 CSI prediction
Reporting content, signalling and procedure for LCM for extension cases





(3rd round)Proposed observation 2.1 A with extra table:

Observation
For 6GR AI/ML use cases identification/categorization, [24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 sources] provided preliminary simulation results and analysis on frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RS with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table A.
· [6 sources] provided preliminary simulation results (or by citing to NR study for CSI time domain prediction) and analysis on CSI time domain prediction with AI/ML wherein [3 sources] assumed Rel-19 CSI prediction while [3 sources] assumed differently. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· [4 sources] provided preliminary simulation results and analysis on CSI prediction cross carrier/band/frequency block with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/training type) and initial analysis can be found in Table B.
· [2 sources] provided preliminary simulation results and analysis on CSI prediction across analog beams with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· Besides,[ 1one source] provided preliminary simulation results and analysis on, Tokenized CSI prediction. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B. (Huawei), and time domain CSI prediction combining CSI-RS and DMRS measurements (MediaTek). 
Note: whether/how to capture the observation in the TR is a separate discussion.


Table B
	Sub-use case
	Sub-Case B:
CSI time domain prediction (as Rel-19 CSI prediction or extension)
	Sub-case C: 
CSI prediction cross carrier/band/frequency band 
	Sub-Case D:
CSI prediction across analog beams
	Sub-Case E:
Tokenized CSI prediction

	Reported
Companies
	(6) Ericsson2, BJTU, Samsung, MediaTek3, LGE, vivo1
	(4) Samsung, Apple, LGE, DoCoMo1
	(2) Samsung, vivo1
	(1) Huawei

	Model input
	1. Channel matrix over K CSI-RS occasions 
2. Measurements of interference over K CSI-RS occasions1 
3. Channel matrix over K CSI-RS occasions with 20ms periodicity3 
4 Channel matrix with one P CSI-RS with 20ms periodicity and K-1 AP CSI-RS2 
	Channel matrix of carrier/band/frequency block A
	Channel matrix of Set B of beams
	Past CSI tokens

	Model output
	1. Channel matrix of future instances
2. Interference in future instances1
	Channel matrix of carrier/band/frequency block B
	Channel matrix of Set A of beams
	Predicted CSI tokens

	Label
	Measurement in future time occasions.

	Channel matrix of carrier/band/frequency block B
	Channel matrix of Set A of beams
	Estimated/ideal CSI tokens

	Training types assumption
	offline training
	offline training
	offline training
	Online finetuning

	KPI
	NMSE, SGCS, throughput, [ratio of CSI-RS overhead]
	SGCS, NMSE, throughput, ratio of CSI-RS overhead 
	SGCS, NMSE, throughput, ratio of CSI-RS overhead
	SGCS

	Benchmark
	
	1.Ground truth of target frequency block
2. Sample and hold 
	Ground truth of Set A of beams
	Non-AI based CSI prediction or AI-based CSI prediction with offline trained model.

	Model location for inference
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
Two-sided model1
	UE-sided model

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
in NR
As NW-sided model in NR1
	As UE-sided model in NR
in NR
	As UE-sided model in NR
in NR
	As UE-sided model in NR

	Potential spec impact
	1. As AI based CSI prediction in NR 
2. Reporting content, signalling and procedure for LCM for extension cases1
	1. Cross carrier/frequency switching procedure enhancement based on predicted CSI
2. signalling/ procedure related to LCM
	1.CSI-RS configuration for predicted beams
2. signalling/ procedure related to LCM
	On top of NR CSI prediction, signalling/ procedure related to LCM for online finetuning




	Company
	Support or not
	Comment

	FL
	
	Comments or questions.
I have a question:
What is CSI token? Can Huawei define this in existing 3GPP terminology or define it with wireless communication language?  
I didn’t use “similar to xxx”, because this use case is some extension of NR. But if you have some concern, please let me know. 




DMRS design with AI receiver(closed)


Observation
For 6GR AI/ML use cases identification/categorization, [23 sources] provided preliminary simulation results and analysis on low overhead DMRS with AI/ML receiver.
· [22 sources] provided preliminary simulation results and analysis on sparse orthogonal DMRS in frequency and/or time domain with AI/ML receiver. 
· [11 sources] provided preliminary simulation results and analysis on superimposed pilot with AI/ML receiver. 
· [5 sources] provided preliminary simulation results and analysis on DMRS free with AI/ML receiver. 
· Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table C. 
Note: whether/how to capture the observation in the TR is a separate discussion.
Table for detailed assumptions of each category will be added.

Proposed observation 2.2-1:

Table C
	Sub-use case
	Sub-case A: 
Sparse orthogonal DMRS in frequency and/or time domain
	Sub-case B:
Superimposed pilot
	Sub-case C: 
DMRS free

	Reported companies
	(23) Nokia1, Futurewei2, Ericsson3, ZTE4, {Spreadtrum, UNISOC}5, Interdigial6, vivo7, xiaomi8, CMCC9, {CATT, CICTCI}10, Fujitsu11, Apple12, Samsung13, Kyocera14, Lenovo15, Huawei16, Qualcomm 17, Ofinno18, NVIDIA19, MediaTek20, Lekha21, LGE22, DocoMo23
	(12) vivo 1, CMCC2, ZTE3, Lenovo4, Huawei5, OPPO6, NVIDIA7, LGE8，Xiaomi9 , InterDigital10 , DocoMo11 Kyocera12
	(5) InterDigital1, Huawei2, NVIDA3, MediaTek4, Lenovo5

	Model input
	1. Received signal/estimated channel at DMRS and received signal on data 1, 13, 22,15,3,17,10,4, 20,6,18,23
 1a. additionally noise variance 1,13

2. Received signal/estimated channel at DMRS2,7, 8,11,12,13,16,5

	1. Received signal of target REs (superimposed signal) (Majority)
2. Estimated channel (in delay doppler domain) from the received signal of target REs (superimposed signal) 1

For Tx side of two-sided model: modulated symbols and DMRS symbol5
	Received signal on target REs 

For Tx side of two-sided model: coded bit2

	[bookmark: OLE_LINK3]Model output
	[bookmark: OLE_LINK2][bookmark: OLE_LINK1]1. Estimated channel at target data and/or DMRS REs2,4,5,7,8,9,11, 12, 13,16,17,18,19,21,22,23
 1a. Estimated noise variance 12
2. LLRs1,2,3, 4, 6,10, 13,15,19,20, 22
3. Filtering coefficients for channel estimation 7
	1. Estimated channel at target REs1,3,4,5,6,8
2.LLR2,3, 5,6,7,8,11,12
3.Estimated modulation symbols9

For Tx side of two-sided model: superimposed signal5
	1.LLR (majority)
2.Estimated channel2

For Tx side of two-sided model: modulated data symbols 5

	Label
	1. Ideal channel information 2,5,7,8,9,11,12,13,15,16,17,18,22,23
2. Known sequence/data1,2,3, 4,10, 13,15,16,20,22
3. Label free (unsupervised)6, 21 
4. Estimated channel using legacy DMRS pattern with legacy receiver8,
5.  Estimated channel of adjacent RE (self-supervised)13
	1. Reference transmission of known sequence/data 2,3,11,12
2. Ideal channel information1,8
3.Transmitted modulation symbols9

	1. Known sequence/data
2 Genie-aided channel2
3. Label free1

	Training types assumption
	offline training

	offline training

	offline training

	KPI
	MSE, BLER, throughput
	MSE, BLER, throughput
	MSE, BLER, throughput

	Benchmark
	With ideal channel information
With conventional receiver with sparse or legacy DMRS
	With ideal channel informal
With conventional receiver with legacy DMRS overhead
	With ideal channel information
With conventional receiver with legacy DMRS overhead

	Model location for inference
	UE-sided model for DL or NW-sided model for UL

	UE-sided model for DL
NW-sided model for UL
Two-sided model5
	UE-sided model for DL1 
NW-sided model for UL3,4
Two-sided model2,5

	Collaboration/interaction between UE and NW
	As UE-sided or NW-sided model in NR

	As UE-sided or NW-sided model in NR
As for two-sided model in NR5
	As for UE-sided model NR
As for NW-sided model in NR
As for two-sided model in NR

	Potential spec impact
	1. DMRS pattern design
2. RAN 4: Demod requirement 
3. Signalling/ procedure related to LCM for UE and/or NW sided model

	1. DMRS pattern design
2. RAN 4: Demod requirement 
3. Signalling/ procedure related to LCM for UE and/or NW sided model or two-sided model (including inter-vendor calibration), when applicable
	1. RAN 4: Demod requirement 
2. Signalling/ procedure related to LCM for UE and/or NW sided model or two-sided model (including inter-vendor calibration), when applicable




	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide the potential spec impact on DMRS free with AI receivers. 

	NTT DOCOMO
	
	We also provide the simulation results for Sub-case 1 and Sub-case 2 and support the further study and down-selection for these two sub-use cases. Please add DCM to sub-case 1 and 2. Thank you!

	Futurewei
	
	We have done simulation whose output may be either predicted channels for all REs or LLRs. Please see above with our edits for “Model output”: 
1. Estimated channel at all REs2,5,8,9, 12, 13,16,17,18,19,21


	QC
	
	For sub-case A, please add
Model output: Estimated Rnn

	Huawei, HiSilicon
	
	1, For Sub-use case C, for model output, we also adopt estimated channel, other than LLR
LLR, estimated channel2

2,  For potential spec impact, what does “RAN 4: Demo requirement” mean?

	Xiaomi
	
	we have identified a few issues regarding our schemes, as outlined below:
1. Sparse DMRS: as stated in our paper, the input to the AI model should be the Estimated channel at DMRS, rather than Received signal of REs. The output of the AI model can include not only the estimated channel at all REs, but also estimated channel at partial REs. Moreover, the label does not necessarily need to be the [approximately] ideal channel; it can also be the real estimated channel using legacy DMRS pattern with legacy receiver. Note: we can also fine with using [approximately] ideal channel as a label.
1. SIP: It seems that Xiaomi’s solution was not accounted for in this sub-case B. However, our paper provided detailed preliminary evaluation results and analysis on SIP.
As discussed above, we have revised the Proposed observation 2.2 using Track Changes.

	CATT, CICTCI
	
	We provide simulation results with output of demodulate bits. Add our mark ‘10,’ above LLR in the model output row, and also bullet 2 of label row.

Additionally, For sub case A, the model output will be quite different between ‘estimated channels’ and ‘LLR’. The spec impact may be different, e.g. in terms of data collection. Should we split them into different sub use cases?=> the difference is just different format of collected data. It should be ok 

	ZTE
	
	The model input of Sub-case A, does “1. Received signal of target REs [and transmitted target REs] ” refer to the received signal of the DMRS and the received signal of data channel? Some clarification is needed.

The label of Sub-case C, it seems to be the bit sequence instead of “Constellation points of data channel”.

	Ofinno
	
	Regarding training type, online training (at UE-side for re-training the AI model based on the performance monitoring) can be considered.

	Nokia
	
	Suggest focusing on the majority supported direction. 

Proposed observation 2.2:
[23 sources] provided preliminary simulation results and analysis on low overhead DMRS with AI/ML receiver.
· [22 sources] provided preliminary simulation results and analysis on sparse orthogonal DMRS in frequency and/or time domain with AI/ML receiver. 

On Table C, we suggest focusing only on Sub-case A. 
· For model input, 1 and 2 variants should be enough.
· For model output, 1 and 2 variants should be enough. 
· For Label, 1 and 2 variants should be enough. 
· Benchmark, no need of using ideal CSI. Better to us 1) conventional receiver with sparse DMRS 2) conventional receiver with legacy DMRS
· No need to list results at this stage. 
· It is unclear what is meant by “No” in collaboration. We think similar considerations as Rel-19 for UE-sided and NW-sided model shall be considered. 


	MediaTek
	
	We support the study of AI-receiver only in the UL. AI-receiver is too complex to be implemented at the UE for DL. 
For sub-case C, the labels are the transmit data bits (0 or 1), and not the constellation points.  Although the model inference for sub-case B is taking place at the NW, the model input could also be considered as the transmit bits, instead of the received signal, since the constellation mapping applied to the bits is part of the model. 

Spec impact of DMRS-free UL transmission includes:
· Data collection framework for offline training
· Signalling for indicating 
· transmit constellation(s) to be used by UE, 
· performance monitoring, and
· change(s) in DMRS configuration

	CMCC
	
	For Sub-Case A and B, except offline training, we think online training also can be studied to alleviate generalization issue and model complexity.

Training types assumption:
offline training
online training =>FL: need feasibility analysis for online training. 

	LGE
	
	In Table C, regarding the sub-case A, 
we have done simulation whose output may be LLRs. We also support considering the channel over all REs as the model output. Signaling-based collaboration between the UE and the network, such as UE capability reporting, is required. Please edit
Model input: 1. Received signal of target REs1,2,3,8,9,12,14,15,16,18 ,20,21, 22[and transmitted target REs9,13,19]
Model output: 1. Estimated channel at all REs5,8,9, 12, 13,16,17,18,19,21, 22
                        2. LLRs1,2,3, 13,15,19,20, 22
Label: 1. [Approximately] ideal channel 5,7,8,9,12,13,17,18, 22
           2. Reference transmission of known sequence/data1,2,3,13,15, 22
Collaboration/interaction between UE and NW: As Channel prediction for UE/NW-sided model in NR

In the case of the label-free approach, the definitions of the model input and output, as well as the formulation of the loss function, should be clearly specified.

In Table C, regarding the sub-case B, 
We consider that the model output may include both the estimated channel and the LLR values, while in some cases only the LLR values are predicted. Signaling-based collaboration between the UE and the network, such as UE capability reporting, is required. Please edit
Model output: 2. LLR2,5,6,7,8
Label: 1. Reference transmission of known sequence/data 2,3,8
           2. [Approximately] ideal channel 1,8
Collaboration/interaction between UE and NW: As Channel prediction for UE/NW-sided model in NR

	TCL
	
	Support Sub-case A and B.

	vivo
	
	Ok with the FL original version.

	OPPO
	
	It is premature to narrow down sub-cases for DMRS OH reduction at early stage of Rel-20.

In our view, all three sub cases deserve to be carefully studied in Rel-20. Meanwhile, in our evaluation, we did identify performance differences under different scenarios, e.g. high-speed scenario with 120km/h. It can be considered as a hint to move on to the study and evaluation. 

	Ericsson
	
	For sub Case A,
for “Collaboration/interaction between UE and NW”, please add
· NW-sided model: Potential collaboration/interaction for data collection via the UE transmission of bit sequences known to both transmitter and receiver.
· UE-sided model: UE-sided data collection and LCM-related processes (e.g., functionality activation/deactivation, monitoring, fallback, etc.)
For  “Potential spec impact”, please add:
· The definition of sequences of bits known to both receiver and transmitter
· => FL: covered by data collection under LCM

	InterDigital
	
	For sub-use case B, we have provided simulation results as well and have added our name in the Table above as the 10th source. 
For sub-use cases A and C, we added some clarification on label and training type for the evaluations we’ve performed.
For sub-use case A, perhaps it should say “lower MSE” for “preliminary result”?

	Samsung
	
	Support the observation. Some newly added model output can be merged. For example, Estimated channel at DMRS RE and Estimated channel at partial REs can be merged to the same bullet.

	CMCC
	
	For the label of Sub-Case A, we are using 1. genie-aided channel estimation. Table C has captured our input well.

	MediaTek
	
	For both sub-case A and C, in our evaluations, the labels are the known bit sequence, and the model outputs are the LLRs after demodulation. For sub-case C, the model input could also be considered as the transmitted bit sequence, since the learned constellation at the UE may also be considered part of the model.

	NTT DOCOMO
	
	We have updated the model input/output/label for the sparse DMRS and SIP. For model input of both schemes, our assumptions are the same as the majority.

	Samsung
	
	Regarding sub-case A, we provide the following additional input. The model input requires the DMRS sequence information, if received signal is input without channel estimation. 
1. Received signal of target REs (DMRS and/or data ) (majority)  
     1.a) DMRS sequence for the target REs
2. Estimated channel at DMRS7,8，11

	Apple
	
	For sub-case A, Apple is also estimated channel at target REs, in addition to noise estimation.
 
For terminology, suggest changing Rnn to noise variance estimation, where noise variance includes the channel estimation error noise \sigma_e^2. LLR calculation includes both channel estimation and noise estimation.  


	Nokia
	
	Few comments/updates in blue for some boxes. 

	Label
	1. Genie-aided channel estimation 5,7,8,9,12,13,17,18,22,23
2. Reference transmission of known sequence/data1,2,3, 10, 13,15,22
3. Label free6, 13,21
4. Real estimated channel using legacy DMRS pattern with legacy receiver8


As we understood, IDC still use pseudo-labels ? with the known repetition mapping serving as prior knowledge to assist decoding. It resembles supervised learning because it relies on "labeled-like information", guided decoding, and doesn’t involve discovering hidden patterns like in unsupervised learning. Did not find much details on Samsung and Lekha on label-free method. Shall we delete this blue highlighted part ?



	Samsung
	
	We used self-supervised learning for denoising. Please find some update in the table. 


CSI compression and feedback

Proposed observation 2.3:

[13 sources] provided preliminary simulation results and analysis on CSI compression and feedback with AI/ML receiver.
· Alt 1: 
· [10 sources] provided preliminary simulation results and analysis on CSI compression with joint source and channel coding (JSCC), and/or modulation (JSCM) with two-sided model.
· [3 sources] provided preliminary simulation results and analysis on CSI compression with linear projection and NW-sided model.
· Alt 2:
· [10 sources] provided preliminary simulation results and analysis on CSI compression with joint source and channel coding (JSCC) with two-sided model.
· [xx sources] provided preliminary simulation results and analysis on CSI compression with joint source, channel coding and modulation (JSCM) with two-sided model or NW-sided model (i.e. with linear projection).
· [2 sources] provided preliminary simulation results and analysis on CSI feedback with downloadable basis/codebook with NW-sided model.
· [xx sources] provided preliminary simulation results (or cite to NR AI/ML for beam management simulation results) and analysis on CSI restriction with CSI feedback with SRS with two-sided model (assuming separate source and channel coding).
· Besides, one source provided preliminary simulation results and analysis on joint CSI prediction and compression (BJTU), joint CSI Estimation and Compression with DMRS overhead reduction (BJTU), Multi-beam CSI compression for HBF (vivo), JSCC with legacy modulation constellation with NW-sided model ({Pengcheng, ZGC}), SRS fusion (Qualcomm), Vector quantization codebook enhanced CSI compression (BUPT, ZGC).
· SSCC + SRS
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table D.
Note: whether/how to capture the observation in the TR is a separate discussion.


Proposed observation 2.3A:

For 6GR AI/ML use cases identification/categorization, [13 sources] provided preliminary simulation results and analysis on CSI compression and feedback with AI/ML receiver.
· [10 sources] provided preliminary simulation results and analysis on CSI compression with joint source and channel coding (JSCC) 
· [xx sources] provided preliminary simulation results and analysis on CSI compression with joint source, channel coding and modulation (JSCM) including compression via a projection matrix
· [2 sources] provided preliminary simulation results and analysis on CSI feedback with downloadable basis/codebook with NW-sided model.
· [xx sources] provided preliminary simulation results (or cite to NR AI/ML for CSI compression simulation results) and analysis on CSI reconstruction with CSI feedback with SRS with two-sided model (assuming separate source and channel coding).
· Besides, one source provided preliminary simulation results and analysis on joint CSI prediction and compression (BJTU), joint CSI Estimation and Compression with DMRS overhead reduction (BJTU), Multi-beam CSI compression for HBF (vivo), JSCC with legacy modulation constellation with NW-sided model ({Pengcheng, ZGC}), SRS fusion (Qualcomm), Vector quantization codebook enhanced CSI compression (BUPT, ZGC).
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table D.
Note: whether/how to capture the observation in the TR is a separate discussion.



	Company
	Support or not
	Comment

	FL
	
	

	QC
	
	For sub-case B:
Why limit this sub-case to “linear projection”? QC is also interested in studying simpler UE-part model (of which linear projection is a special case) enabled by SRS fusion at the NW-side, as we indicated in our tdoc.
If the sub-case B is relaxed to include QC interest, please add
Model location for inference: two-sided model
Collaboration/interaction between UE and NW: As for two-sided model in NR

	Huawei, HiSilicon
	
	1, For Sub-case A, “[and estimated channel based on SRS2,3]” with Explicit H as input is an individual sub-use case, not necessarily belonging to JSCC/JSCCM - SSCC can also adopt explicit H. Please make it as a separate sub-case. In addition, from ZTE, MTK, vivo Tdocs, we understand they do not bring Explicit H as model input/output for sub-use case A.

2, what is the difference between Sub-case B and Sub-case C?

	CATT, CICTCI
	
	For sub use case A, should we split JSCC and JSCM into different sub use cases? The spec impacts are expected to be different in terms of inference report and also data collection.

	ZTE
	
	Regarding the Sub-case B, the spec impact “2. Signalling/ procedure related to LCM with NW-sided model” seems not needed because there is no model at the UE side.

Regarding the Sub-case C, the model input may need the selected basis as well.

	Nokia
	
	We think it is too early to have an observation on this item. Prefer to focus on 2.1 and 2.2 for now.

	MediaTek
	
	We have strong concerns on JSCC and JSCM for CSI compression, especially with two-sided models; we believe more detailed study of the effect of UL control channel errors on 5G NR-type CSI compression is required.

	CMCC
	
	1. We think [estimated channel based SRS] is not necessarily coupled with JSCC/JSCCM, it can be also used for SSCC based Rel-20 CSI compression.
2. What is the difference between Sub-Case B and C? If the DLable basis/codebook can be also seen as one kind of linear projection, and the amplitudes and phases based on feedback CSI bits in Sub-Case C is further post-process on compressed CSI information.
=>FL: C still need quantization, but B doesn’t 

	TCL
	
	Support Sub-Case A

	OPPO
	
	It seems sub-case A and sub-case B are close to each other for CSI compression. However, for sub-case C, the downloadable codebook can be designed in an offline manner, there seems no inference at all. From this sense, sub-case C should be observed separately. 

On performance evaluations, for the eTypeII benchmark, how to evaluate its performance when considering non-ideal uplink feedback should be considered in the initial stage of EVM.

	BUPT
	
	Support Sub-Case A. We think that JSCC/JSCM-based approaches provide performance advantages, and Sub-case B can be adopted when users lack AI capability.

	Samsung 
	
	We think it is better to separate sub-case A vs Sub-Case B considering very different spec impact for NW-sided model and two-sided model. regarding on whether to further separate JSCC vs JSCM with 2-sided model. we don’t have strong view. However, the difference of spec impact is limited. Therefore, it is better to keep them together.  

	LGE
	
	Minor comment on the Excel file. In the Excel file, our proposal for the TDD extension of CSI compression seems to have been placed on the wrong sheet. It has to be moved from the “UL precoding” sheet to the “CSI compression” sheet. Accordingly, I made the change and uploaded a new Excel file (v005).

	QC
	
	We filled in Sub-case D.

	MediaTek
	
	We have filled in Sub-case E




	Observation
For 6GR AI/ML use cases identification/categorization, [13 sources] provided preliminary simulation results and analysis on CSI compression and feedback.
· [xx sources] provided preliminary simulation results and analysis on CSI compression with joint source and channel coding (JSCC) 
· [xx sources] provided preliminary simulation results and analysis on CSI compression with joint source, channel coding and modulation (JSCM)
· [2 sources] provided preliminary simulation results and analysis on CSI feedback with downloadable basis/codebook.
· [3 sources] provided preliminary simulation results (or cite to NR AI/ML for CSI compression simulation results) and analysis on CSI reconstruction with CSI feedback with SRS (assuming separate source and channel coding).
· [1 source] provided preliminary simulation results and analysis on CSI feedback without SRS.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table D.
Note: whether/how to capture the observation in the TR is a separate discussion.




(3rd round)Proposed observation 2.3B:

Table D
	Sub-use case
	Sub-case A: 
CSI compression with JSCC
	Sub-case B:
CSI compression with JSCM 
	Sub-case C: 
DLable basis/codebook
	[bookmark: _Hlk211374010]Sub-case D:
CSI reconstruction with CSI feedback with SRS
(assuming SSCC)

	Reported companies
	(10) ZTE1, Samsung2, vivo3, {Pengcheng, ZGC}, Lenovo, OPPO, MediaTek4, CMCC, Fujitsu, Apple, Qualcomm5 
	(6) BJTU1, Samsung2, OPPO3,{Pengcheng, ZGC}4,vivo, Qualcomm
	(2) ZTE1, Samsung
	(3) Qualcomm, xxx, xxx

	Model input
of decoder [or model output of encoder, when applicable]
	1. Compressed CSI bits 
1a. additionally estimated channel based on SRS2,3
	1. Compressed CSI complex values via UE-sided model
2. Compressed CSI complex values via a projection matrix1,2,3
3. Received signal at sparse CSI-RS and CSI-RS sequence 1,4

	1.Amplitudes and phases obtained by a look up table based on feedback CSI bits
2. Selected basis1
	1. Compressed CSI bits
2. Estimated channel based on SRS

	Model output of decoder [or model input of encoder, when applicable]
	1.Eigenvectors
2.Explicit H1,2,3,4
	1.Eigenvectors
2.Explicit H2
	Eigenvectors

	Eigenvectors

	Label
	1.Eigenvectors
2.Explicit H1,2,3,4
	1.Eigenvectors
2.Explicit H2
	Eigenvectors

	 Eigenvectors

	Training types
	Offline training
	Offline training
	Offline training
	Offline training

	KPI
	SGCS, NMSE, SE, UPT, UE complexity
	SGCS, NMSE, SE, UPT, UE complexity
	UPT vs overhead
	SGCS, UPT

	Benchmark
	eType II
NR separate source and channel coding
	eType II
NR separate source and channel coding
JSCM with two-sided model1,2,3
	eType II
	eType II
NR AI/ML CSI compression without SRS
SRS without CSI feedback

	Model location for inference
	Two-sided model
	Two-sided model
NW-sided model1,2,3
	NW-sided model
	Two-sided model

	Collaboration/interaction between UE and NW
	Similar to As for two-sided model in NR 

	Similar toAs for  two-sided model in NR 
For NW-sided model: 
no collaboration or Similar to NW-sided model in NR and/or DLable/generated matrix
	No collaboration
Or
Similar to NW-sided model in NR and/or
DLable basis 
	Similar toAs for two-sided model in NR 


	Potential specification impact
	1. Necessary signalling/ procedure to support JSCC
2. Signalling/ procedure related to LCM for two-sided model including inter-vendor collaboration 
	1. Necessary signalling/ procedure to support JSCM
2. Projection matrix related signalling for NW-sided model, when applicable
3. Signalling/ procedure related to LCM with NW-sided model, when applicable
4. Signalling/ procedure related to LCM for two-sided model including inter-vendor collaboration, when applicable
	1. Downloadable basis related signalling/ procedure
2. Signalling/ procedure related to LCM with NW-sided model
	1. Necessary signaling/procedure to support lower overhead and/or simpler CSI feedback



	Company
	Support or not
	Comment

	FL
	
	Please directly fill in or modified the table

	
	
	




AI for beam management and extension
Proposed observation 2.4:

	Observation
Xxxx




Table E-1 AI/ML for beam management and extension
	Sub-use case
	Sub-case A: 
Inter-Cell/TRP beam prediction and management
	Sub-Case B:
Cross frequency beam prediction
	Sub-Case C:
Tx-Rx beam pair prediction
	Sub-Case D:
Beam prediction for initial access
	Sub-Case E:
DL Tx beam prediction for spatial and/or temporal domain with additional local UE information 
	Sub-Case F:
reinforcement learning-based approach beam selection 


	Reported companies
	(5) Nokia, ZTE, xiaomi, CEWiT, DoCoMo, Qualcomm, Lenovo
	(4+) Futurewei1, xiaomi2, Apple3, Qualcomm4
	(2) Ericsson, Nokia
	(2) Huawei, vivo,  
	(1) Huawei
	(1) Nokia

	Model input
	Measurements from Set B of multiple one or more TRPs/Cells or of some TRPs/Cells
	1. Measurement for one or multiple FR1 cells1,3
2. L1 measurements in one frequency2,4
	
	Measurements from Set B of SSB
	Measurements from Set B 
And additional local UE information (moving direction and speed) as UE side model input 
	Measurements from Set C, DL Tx beam scheduling stats (at the NW), Cross corelation among DL Tx beams 


	Model output
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A of multiple TRPs/Cells or from Set A of each TRP/Cell [of current or future time instance]
	1. FR2 cell/beam related information1,3
2. L1 beam-related information of another frequency2,4 
[of current or future time instance]
	Best beam pair indexes (probability of each Tx-Rx beam pair in Set A to be the Top-1 Tx-Rx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Selected beam index for scheduling UE(s)

	Label
	Measurements [or Top beams] of Set A
	Measurements on the target frequency
	Measurements [or Top beams pairs] of Set A
	Measurements [or Top beams] of Set A
	As NR study on AI for BM
	label-free (online learning) 

	Training types assumption
	offline training
	offline training
	offline training
	offline training
	offline training;
online finetuning
	Online learning 

	KPI
	Prediction beam/measurement accuracy 
Throughput 
RS overhead reduction, Complexity.
	Prediction beam/measurement accuracy 
RS overhead reduction,
	
	SGCS, NMSE, throughput, ratio of CSI-RS overhead,
Prediction beam accuracy
	As NR study on AI for BM
	Throughput, End to end packet latency

	Benchmark
	Based on Set A
Based on Set B
	Based on measurements on the target frequency
	
	Based on Set A
Based on Set B
	As NR study on AI for BM
	Beam with largest RSRP (from Set C) consider as the scheduling beam 

	Model location for inference
	UE-sided model or NW-sided model
	UE-sided model or NW-sided model
	
	UE-sided model or NW-sided model
	NW-sided model + UE-sided model without training collaborationUE-sided model or NW-sided model
	NW-sided model

	Collaboration/interaction between UE and NW
	As NR AI for BM
	As NR AI for BM
	As NR AI for BM
	As NR AI for BM
	As NR AI for BM
	None

	Potential spec impact
	1. Inter-Cell/TRP beam management related singling/procedure
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. SCell/frequency range activation procedure(of any) based on prediction beam 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	
	1. Initial access related procedure 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. As NR AI for BM;
2. Signalling/ procedure for online finetuning
	1. The enhancements required for data collection.

2. Signalling/ procedure related to exploration phase (to mitigate the impact of exploration).






	Company
	Support or not
	Comment

	FL
	
	For BM, the proposed use cases that can be derived based on NR AI/ML for beam management study are also considered, if the companies reported detailed information according to the agreement in last meeting. many other companies also support this use case, which can be found in excel. 

	NTT DOCOMO
	
	We also support sub-case B as a sub-case of cross-frequency prediction. 
=>FL: let me check whether evaluation results is there or not

	QC
	
	Sub-case A:
· We also support Sub-case A. 
· Model output: Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted …  best beam indices and probabilities of each Tx beam in Set Ato be the Top-1 Tx beam are not equivalent, although the former can be derived from the latter. =>FL: follow Rel-18 study
Sub-case B:
· Model input: why only limit to CSI-RS at this stage? We believe it should be general, e.g., L1 measurements in first frequency
· Model output: Suggest not limiting the scope now to a specific FR. Second frequency could be FR3. A good inclusive output can be L1 beam-related measurements of second frequency.
Sub-case C:
· Does this sub-case imply adopting 5GA spatial and temporal beam predictions into 6G. This is categorized alongside the BM extensions, so want to check.
· Model output: Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted …  best beam indices and probabilities of each Tx beam in Set Ato be the Top-1 Tx beam are not equivalent, although the former can be derived from the latter.
Sub-case D:
· Model output: Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted …  best beam indices and probabilities of each Tx beam in Set Ato be the Top-1 Tx beam are not equivalent, although the former can be derived from the latter.
· Not clear why this one has “decent prediction accuracy” compared to Sub-Case A which has higher/good prediction accuracy.

	Huawei, HiSilicon
	
	Our case can be categorized into Sub-case C, with enhancement of location UE side information (moving direction and speed) as UE side model input, and online finetuning. Not positioning assisted.

Sub-Case C: Time/Spatial domain DL Tx beam prediction
Model input: 
Measurements from Set B. 
Additional local UE information (moving direction and speed) as UE side model input [Huawei]
Training types assumption: offline training, online finetuning

	Xiaomi
	
	We suggest to divide ‘Inter-cell/TRP beam prediction’ into two separate sub use case since M-TRP beam prediction means group-based beam prediction. The output of M-TRP beam prediction can be ‘beam indexes in best beam groups (probability of each Tx beam group in Set A to be the Top-1 Tx beam group) and/or Predicted measurements from Set A of multiple TRPs or from Set A of each TRP [of current or future time instance’. And the table for sub case E M-TRP beam group prediction and management can be seen as below:

	Sub-case E: 
M-TRP beam group prediction and management

	(5+) Nokia, ZTE, xiaomi, CEWiT, DoCoMo, [LGE], Lenovo

	Measurements from Set B of multiple TRPs or of some TRPs

	beam indexes in best beam groups (probability of each Tx beam group in Set A to be the Top-1 Tx beam group) and/or Predicted measurements from Set A of multiple TRPs or from Set A of each TRP [of current or future time instance’

	Measurements [or Top beams] of Set A

	offline training

	Prediction beam group/measurement accuracy 
Throughput 
RS overhead reduction, Complexity.

	Based on Set A
Based on Set B

	Higher/good prediction accuracy
RS overhead reduction

	UE-sided model or NW-sided model

	As NR AI for BM

	1. M-TRP beam management related singling/procedure
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model




	Fujitsu
	
	We also support Sub-case A and Sub-case B

	ZTE
	
	Regarding the Sub-case D, there is no need to further do simulation for it as it is the same as the 5G-A. The only difference is it is now targeted for RRC IDLE state.

	Nokia
	
	Direction is OK, but let’s come-back to this after 2.1 and 2.2.  

	CMCC
	
	Generally OK for these extensions of AI based BM. 
Just one clarification on Sub-Case C, it seems it is only adopting 5G-A spatial and temporal beam predictions into 6G? The spec impact is also same as 5G-A.

	LGE
	
	We support Sub-case B and Sub-case D, and please remove square brackets on our company name. Also, the term ‘decent prediction accuracy’ needs to be more clarified.

Regarding Sub-case A, similar view as Xiaomi. In our view, inter-cell beam prediction and management can be more related with LTM procedure, while M-TRP beam prediction is more likely relevant to MIMO M-TRP schemes, e.g., M-TRP joint transmission, TRP switching, etc. So, we also prefer to split Sub-case A to inter-cell beam prediction and M-TRP beam prediction.

Regarding Sub-case C, we have similar comment as QC, is this just reusing Rel-19 AI/ML BM features?

Lastly, we support BFR prediction for 6G AI beam management extension, and we think that several companies also support this.

	TCL
	
	Support all Sub-use cases.

	NEC
	
	We are supportive to have sub cases A and D.
Sub case C seems a combination of BM-Case1 and BM-Case2 we already had.

	OPPO
	
	It is okay to consider the BM-Case1 and BM-Case2 studied in Rel-18 as feasible for 6GR, but for new BM-related use cases, or new variants, from our view, it should be re-considered. 

	Ericsson
	
	We suggest to report the preliminary results more quantitatively, specially for use cases that are not extensions of Rel-19 AI/ML BM. For instance, descriptions such as ‘Decent SGCS’ ‘good/decent prediction accuracy’ do not provide much information.  Suggest to quantify percentile gain over the baseline used in the simulations.

	InterDigital
	
	On preliminary results, we would suggest avoiding phrases like “Decent SGCS” as they are not commonly interpretable and too vague. 

We have concerns regarding directly citing Rel-18/19 results from 5GA since in this case, it corresponds to a 5GA use case – not a new 6GR use case or an extension. If it is an extension of a 5GA use case, there should be clarity on the extension and that should be reflected in the evaluations as well as the details of the use case. 

For instance, for sub-use case D, on interaction between UE and network, we cannot simply say “As NR AI for BM” since handling LCM aspects and applicability determination, etc., when involving UE in Idle state is significantly different from what has been considered so far in 5GA AI/ML for BM. Thus, we cannot claim it is same as NR beam prediction but only for initial access. For results for sub-use case D, it would be necessary to clarify the real benefit from the “decent prediction accuracy”. Reading the column for sub-use case D, it is not clear what exactly is the use case! 

Sub-use case C seems same as 5GA use case and if there are enhancements companies have considered for their evaluations for 6GR studies, that goes in the direction of details of a solution to address a sub-use case. They should not be listed in the present context of use case identification as it only adds more confusion. 

	Samsung
	
	We are supportive of Sub-case A. In our understanding, the specification impact on Sub-case A can include LTM procedure (e.g., beam reporting for candidate cells).

	Apple
	
	We support sub-case B and sub-case D. It is noted Sub-case D is built over Rel-18/Rel-19 study and specification development, and the rationale for its support should be intuitive given the evaluation/specification work. We suggest for use cases leveraging previous releases’ work, the interest level can be gauged by the total number of supporting companies. 

	Nokia
	
	Added sub-case E above. 

	Huawei, HiSilicon
	
	We made some changes with change marks to the table for Sub-Case D and Sub-Case E.

	QC
	
	· For sub-Case A, change model input to: Measurements from Set B of multiple TRPs/Cells or of some one or more TRPs/Cells.
· For sub-Case B, we believe the second listed input/output is already inclusive of the first one, so suggest removing them (i.e., remove “1. Measurement for one or multiple FR1 cells” from model input and “1. FR2 cell/beam related information” from model output).
· The KPI for sub-case D needs to be updated.
· For sub-cases A and B, even though we have expressed interest in our contribution about the use cases, we have not provided evaluation results, so QC can be crossed out from reported companies for those two use cases.
· For sub-cases A, D, and E, Model output: Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted …  best beam indices and probabilities of each Tx beam in Set Ato be the Top-1 Tx beam are not equivalent, although the former can be derived from the latter.



(3rd round)Proposed observation 2.4-1:

	Observation
Xxxx




Table E-1 AI/ML for beam management and extension
	Sub-use case
	Sub-case A: 
Inter-Cell/TRP beam prediction and management
	Sub-Case B:
Cross frequency beam prediction
	Sub-Case C:
Tx-Rx beam pair prediction
	Sub-Case D:
Beam prediction for initial access
	Sub-Case E:
DL Tx beam prediction for spatial and/or temporal domain with additional local UE information 
	Sub-Case F:
reinforcement learning-based approach beam selection 


	Reported companies
	(5) Nokia, ZTE, xiaomi, CEWiT, DoCoMo, Qualcomm, Lenovo
	(4+) Futurewei1, xiaomi2, Apple3, Qualcomm4
	(2) Ericsson, Nokia
	(2) Huawei, vivo,  
	(1) Huawei
	(1) Nokia

	Model input
	Measurements from Set B of multiple one or more TRPs/Cells or of some TRPs/Cells
	1. Measurement for one or multiple FR1 cells1,3
2. L1 measurements in one frequency2,4
	
	Measurements from Set B of SSB
	Measurements from Set B 
And additional local UE information (moving direction and speed) as UE side model input 
	Measurements from Set C, DL Tx beam scheduling stats (at the NW), Cross corelation among DL Tx beams 


	Model output
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A of multiple TRPs/Cells or from Set A of each TRP/Cell [of current or future time instance]
	1. FR2 cell/beam related information1,3
2. L1 beam-related information of another frequency2,4 
[of current or future time instance]
	Best beam pair indexes (probability of each Tx-Rx beam pair in Set A to be the Top-1 Tx-Rx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Best beam indexes (probability of each Tx beam in Set A to be the Top-1 Tx beam) and/or Predicted measurements from Set A [of current or future time instance]
	Selected beam index for scheduling UE(s)

	Label
	Measurements [or Top beams] of Set A
	Measurements on the target frequency
	Measurements [or Top beams pairs] of Set A
	Measurements [or Top beams] of Set A
	As NR study on AI for BM
	label-free (online learning) 

	Training types assumption
	offline training
	offline training
	offline training
	offline training
	offline training;
online finetuning
	Online learning 

	KPI
	Prediction beam/measurement accuracy 
Throughput 
RS overhead reduction, Complexity.
	Prediction beam/measurement accuracy 
RS overhead reduction,
	
	SGCS, NMSE, throughput, ratio of CSI-RS overhead,
Prediction beam accuracy
	As NR study on AI for BM
	Throughput, End to end packet latency

	Benchmark
	Based on Set A
Based on Set B
	Based on measurements on the target frequency
	
	Based on Set A
Based on Set B
	As NR study on AI for BM
	Beam with largest RSRP (from Set C) consider as the scheduling beam 

	Model location for inference
	UE-sided model or NW-sided model
	UE-sided model or NW-sided model
	
	UE-sided model or NW-sided model
	NW-sided model + UE-sided model without training collaborationUE-sided model or NW-sided model
	NW-sided model

	Collaboration/interaction between UE and NW
	As NR UE-sided or NW-sided mode in nRlAI for BM
	As UE-sided or NW-sided mode in nRlAs NR AI for BM
	As UE-sided or NW-sided mode in nRl
	As UE-sided or NW-sided mode in nRlAs NR AI for BM
	As UE-sided or NW-sided mode in nRlAs NR AI for BM
	NoneNo collaboration

	Potential spec impact
	1. Inter-Cell/TRP beam management related singling/procedure
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. SCell/frequency range activation procedure(of any) based on prediction beam 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	
	1. Initial access related procedure 
2. Signalling/ procedure related to LCM for NW-sided model or UE-sided model
	1. As NR AI for BM;
2. Signalling/ procedure for online finetuning
	1. The enhancements required for data collection.

2. Signalling/ procedure related to exploration phase (to mitigate the impact of exploration).




	Company
	Support or not
	Comment

	FL
	
	Please fill in and modify



AI based (De-)Modulation

Proposed observation 2.5:
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on (de)modulation related design with help of AI/ML or AI/ML receiver.
· [4 sources] provided preliminary simulation results and analysis on modulation constellation design with the help of AI and with non-AI or AI receiver.
· [3 sources] provided preliminary simulation results and analysis on AI-based modulation and precoding with two-sided model.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table F.
Note: whether/how to capture the observation in the TR is a separate discussion.

	Observation
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on (de)modulation.
· [5 sources] provided preliminary simulation results and analysis on modulation constellation design with the help of AI, and with non-AI or AI receiver.
· [3 sources] provided preliminary simulation results and analysis on AI-based modulation and precoding with two-sided model.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table F.
Note: whether/how to capture the observation in the TR is a separate discussion.




Proposed observation 2.5

Table F
	Sub-use case
	Sub-use case A:
AI-based (de)modulation 
	Sub-use case B:
AI-based modulation and precoding

	Reported companies
	(5)ZTE1, OPPO2, vivo3, Lenovo4, Xiaomi5
	(3)ZTE, OPPO, Lenovo

	Model input
	1. Information bits1,2,5
2. Received signal3
3. Channel characterization [and modulation order] 3,4 
	Encoder: information bits
Decoder: Estimated symbols Soft LLR

	Model output
	1. Constellation 1,2,5
2. LLR3
3. Probability 4
	Encoder: modulated symbols after layer mapping
Decoder: soft LLRinformation bits

	Label
	1. Information bit1,2,5
2. Label free4
	 Information bit

	Training types
	Offline training

	 Offline   

	KPI
	BLER
	BLER

	Benchmark
	Conventional constellations with uniform spacing
	NR modulation and layer maping

	
	
	

	Model location for inference
	1.NA (AI for constellation design with legacy receiver) 1,2,5
2.NW-sided model3
	 Two-sided

	Collaboration/interaction between UE and NW
	NA
	As for two-sided model in NR

	Potential specification impact
	1. Constellation design [and downloading mechanism]
2. Signaling/ procedure related to LCM for NW-sided model
	1. Modulation design and layer mapping design
2. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	QC
	
	For sub-case A, can FL or other companies clarify how this is different from geometric shaping being discussed in the 6G modulation agenda? Given that the gain of geometric shaping is already well known and being considered for 6G, shouldn’t companies take the conventional geometric shaping as a benchmark and assess if the AI-designed constellation outperforms the benchmark?

	Xiaomi
	
	For the training type, we think both offline training and online training is possible. 
Our original intention is that preliminary constellation can be obtained by offline. But considering the constellation  quite rely on channel characterization, online fine-tuning is necessary to obtain the optimal constellation for a given channel. Once the optimal constellation is obtained , then the online training will stop. 
Can the FL change the training type of Xiaomi’s scheme as “offline training+online fine tuning”
=> finetune maybe implementation. 

	Fujitsu
	
	For Sub-use case A, for AI-trained constellation, it may require performance monitoring, since the constellation is also data driven. There should be scheme to check whether the AI-trained constellation works well or not.
The following change is suggested for the potential spec impact of Sub-use case A.
1. Constellations desgin [and downloading mechanism, performance monitoring]
=> FL: covered by 2

	Nokia
	
	We think it is too early to have an observation on this item. Prefer to focus on 2.1 and 2.2 for now.

	MediaTek
	
	Most of the simulation results provided are with AWGN channels. For constellation shaping, non-AI approaches are being explored in other 6G agendas. Hence it would be premature to have an observation on this topic now.

	vivo
	
	Our results also include both AWGN and fading channel. Thus it should be clarified as:
· 0.11~0.8dB gain with different modulation order in AWGN and fading channel 3,5


@QC, our understanding is that the baseline should be what NR has already specified. Otherwise all the cases may need complicated baseline discussion.  


	OPPO
	
	To reply @QC, we adopt AI-based demodulation in our evaluations, i.e. AI-based model at Rx and non-uniform constellations at Tx. For the study, we would like to share some observation that with the same GS-based constellations, AI-based demodulations can still achieve more than 1dB SNR gains. That’s the major reason why we would bring it up here for AI/ML use case.  

For sub-use case A, we have additional comments
· For the benchmark, it should be conventional constellations with uniform spacing at the transmitter side, and legacy demodulation (e.g., ML, Reduced-ML) at receiver side.
· For the model location for inference with AI receiver, it should be NW-sided model for uplink transmission and UE-sided model for downlink transmission.
· For the collaboration/interaction between UE and NW, the AI learned constellation should be aligned with the AI receiver or pre-known at receiver side with legacy demodulation method.

	InterDigital
	
	We share similar views as QC that considering the ongoing discussions on modulation for 6GR, we should not simply go with uniform modulation of NR as the benchmark. AI/ML-based solutions should be able to outperform relevant non-AI/ML benchmarks for consideration.  

	ZTE
	
	We suggest updating the table F for sub-use case B regarding the decoder model input and model output.

Updated Table F
	Sub-use case
	Sub-use case A:
AI-based (de)modulation 
	Sub-use case B:
AI-based modulation and precoding

	Reported companies
	(5)ZTE1, OPPO2, vivo3, Lenovo4, Xiaomi5
	(3)ZTE, OPPO, Lenovo

	Model input
	1. Information bits1,2,5
2. Received signal3
3. Channel characterization [and modulation order] 3,4 
	Encoder: information bits
Decoder: Soft LLR estimated symbols

	Model output
	1. Constellation 1,2,5
2. LLR3
3. Probability 4
	Encoder: modulated symbols after layer mapping
Decoder: information bits soft LLR

	Label
	1. Information bit1,2,5
2. Label free4
	 Information bit

	Training types
	Offline training

	 Offline   

	KPI
	BLER
	BLER

	Benchmark
	Conventional constellations with uniform spacing
	NR modulation and layer maping

	
	
	

	Model location for inference
	1.NA (AI for constellation design with legacy receiver) 1,2,5
2.NW-sided model3
	 Two-sided







(3rd round) Proposed observation 2.5-1:


Table F For (de)modulation
	Sub-use case
	Sub-use case A:
AI-based (de)modulation 
	Sub-use case B:
AI-based modulation and precoding

	Reported companies
	(5)ZTE1, OPPO2, vivo3, Lenovo4, Xiaomi5
	(3) ZTE, OPPO, Lenovo

	Model input
	1. Information bits1,2,5
2. Received signal3
3. Channel characterization [and modulation order] 3,4 
	Encoder: information bits
Decoder: Estimated symbols 

	Model output
	1. Constellation 1,2,5
2. LLR3
3. Probability 4
	Encoder: modulated symbols after layer mapping
Decoder: Soft LLR

	Label
	1. Information bit1,2,5
2. Label free4
	 Information bit

	Training types
	Offline training

	 Offline   

	KPI
	BLER
	BLER

	Benchmark
	Conventional constellations with uniform spacing
	NR modulation and layer mapping

	Model location for inference
	1.NA (AI for constellation design with legacy receiver) 1,2,5
2.NW-sided model3
	 Two-sided

	Collaboration/interaction between UE and NW
	NA
or
Similar to NW-sided model in NR
	As Similar tofor two-sided model in NR

	Potential specification impact
	1. Constellation design [and downloading mechanism]
2. Signaling/ procedure related to LCM for NW-sided model
	1. Modulation design and layer mapping design
2. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please double check



AI for DPoD/DPD/none-linearity handling (Closed)

Proposed observation 2.6:

For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on AI-based none-linearity handling at transmitter or receiver. 
· [5 sources] provided preliminary simulation results and analysis on AI-based DPoD/None-linearity compensation at receiver.
· [2 sources] provided preliminary simulation results and analysis on AI-based DPD at transmitter.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table G.
Note: whether/how to capture the observation in the TR is a separate discussion.


	Observation
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on AI-based none-linearity handling at transmitter or receiver. 
· [5 sources] provided preliminary simulation results and analysis on AI-based DPoD/None-linearity compensation at receiver.
· [2 sources] provided preliminary simulation results and analysis on AI-based DPD at transmitter.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table G.
Note: whether/how to capture the observation in the TR is a separate discussion.



Proposed observation 2.6-1:

Table G
	Sub-use case
	Sub-use case A:
AI-based DPoD/None-linearity compensation
	Sub-use case B:
AI-based DPD 

	Reported companies
	(5) Samsung1, Ericsson2, OPPO3, vivo4, Huawei5
	(2) vivo, Huawei

	Model input
	1. Information bits2
2. Received signal1,3,5
	Time domain samples before pre-distortion

	Model output
	1. Compensated signal in time domain1,2,5
2. Soft bits2,3

	Time domain samples after pre-distortion

	Label
	1. DMRS1
2. Known bit sequence2,3
3. time domain samples from known sequence5
	Time domain samples

	Training types
	Online training/finetune1
Offline training
	 Offline   

	KPI
	BLER, MPR, EVM, throughput
	BLER, EVM, MPR

	Benchmark
	Without compensation
	No DPoD

	Model location for inference
	1.NA (AI for constellation design with legacy receiver) 2
2.NW-sided model1,2,3,5
	 UE-sided

	Collaboration/interaction between UE and NW
	NA
	As for two-sided model in NR

	Potential specification impact
	1. RAN 4 requirements
2. UE capability report
3. DMRS design/selection, Tx power determination
4. Data collection and performance monitoring for offline training.
	1. RAN4 requirements 
2. Dedicated signal (RS/data) for training or monitoring data collection.




	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	CATT, CICTCI
	
	For the potential specification impact, is it a typo in sub use case B for ‘2. Dedicated signal (RS/data) for training or monitoring data collection for AI/ML DPoD.’? This sub use case is AI/ML-based DPD.
Or, the spec impacts of these two sub-use cases are reversed incorrectly (because DPoD may not need UE capability report)?

	ZTE
	
	We propose to study these two sub cases in RAN4 instead of RAN1.


	Nokia
	
	We think it is too early to have an observation on this item. Prefer to focus on 2.1 and 2.2 for now.

	MediaTek
	
	We may be open to studying AI-based DPoD; however we do not support AI-based DPD at the UE.

	vivo
	
	Yes, the specification impact for sub case B should be AI/ML DPD.
And for AI-based DPD, it is not two sided model. It should be “as for UE-sided model in NR”.

	OPPO
	
	Fine to study DPoD, specifically for UL, where NW can handle the PA non-linearity more easily with acceptable complexity.  

	Ericsson
	
	For Ericsson, the model location for inference is NW-sided.

	InterDigital
	
	For evaluations with online finetuning/training, since this has not been used in 5GA evaluations, it would be good for proponent companies to share how online training/finetuning was modelled and evaluated. 

	Samsung
	
	For model input, we used the received signal related items (i.e., the time domain sample and high order item) for model input, so it is better put ours in option 2. We also have the model deployed at the network side. So some change in “Model input” and “Model location for inference”.




AI for TMPI

Proposed observation 2.7:

For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI-based UL TMPI with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table H.
Note: whether/how to capture the observation in the TR is a separate discussion.

	Observation
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI-enabled UL precoder indication with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table H.
Note: whether/how to capture the observation in the TR is a separate discussion.



(3rd round)Proposed observation 2.7-1:

Table H AI-enabled UL precoder indication
	Use case
	AI-enabled UL precoder indication

	Reported companies
	(3) vivo1, Fujitus2, Samsung3

	Model input
of decoder or model output of encoder
	Multi-bit payload

	Model output of decoder or model input of encoder
	(Reconstructed) eigenvectors of UL channel

	Label
	Estimated eigenvectors of UL channel based on SRS measurement

	Training types
	offline training
online finetune1

	KPI
	SCGS, BLER

	Benchmark
	NR TPMI codebook

	Model location for inference
	N/A [downloadable UL codebooks are used in model-transparent manner] 1,3
Two-sided model1,2

	Collaboration/interaction between UE and NW
	No collaboration for DLable UL codebook
As Similar asfor NR  two-sided model in NR

	Potential specification impact
	1.The procedure related to the download of UL codebooks 
2. LCM procedure to facilitate the training of the downloadable UL codebooks or for two-sided model including inter-vendor collaboration



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	Fujitsu
	
	Which part is highlighted as yellow?

	Nokia
	
	We think it is too early to have an observation on this item. Prefer to focus on 2.1 and 2.2 for now.

	vivo
	
	The table is fine from our side.

	Samsung
	
	Fine with the table.

	
	
	

	
	
	

	
	
	




AI for SRS

Proposed observation 2.8:

For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on low overhead SRS with AI/ML with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and analysis in Table I.
Besides, one source provided preliminary simulation results and initial analysis on low PAPR SRS sequence design with help of AI/ML. 
Note: whether/how to capture the observation in the TR is a separate discussion.

	Observation
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on low overhead SRS with AI/ML 
[1 source] provided preliminary simulation results and initial analysis on low PAPR SRS sequence design with help of AI/ML 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and analysis in Table I.
Note: whether/how to capture the observation in the TR is a separate discussion.




(3rd round)Proposed observation 2.8-1:

Table I
	Use case
	Low overhead SRS with AI/ML
	Low PAPR SRS sequence design

	Reported companies
	(3) {Spreadtrum, UNISOC}, vivo1, Huawei
	(1)vivo

	Model input
	Received SRS
	RS index (as input to specified/DLable/ULable look-up-table for SRS sequences)

	Model output 
	Estimated channel
	Learn sequences (as output from input to specified/DLable/ULable look-up-table for SRS sequences)

	Label
	Ideal channel information
	Label free

	Training types
	Offline training
	Offline training

	KPI
	SCGS, throughput
	PAPR, SGCS, Cross-correlation between SRS sequences

	Benchmark
	With lLegacy SRS
With Iideal channel information
	Legacy SRS sequence

	Model location for inference
	NW-sided model
	NW-sided model or NA

	Collaboration/interaction between UE and NW
	No collaboration 
or
Similar to NW-sided model in NR
	No collaboration

	Potential specification impact
	1.Sparse SRS pattern design 
2. Signalling/ procedure related to LCM for NW-sided model
	SRS design, or signaling/procedure related to DLable/ULable SRS sequence. 



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	Nokia
	
	We think it is too early to have an observation on this item. Prefer to focus on 2.1 and 2.2 for now.

	LG Electronics
	
	Please include LG as a supporting company.
=>FL: let me check whether LGE provided evaluation results or not. 

	vivo
	
	More is less: Similar SGCS with more less overhead.


	Kyocera
	
	Please include Kyocera as a supporting company for “Low overhead SRS with AI/ML”. We provided sims results on CSI-RS overhead reduction that is assisted with SRS fusion. Our simulation procedure can also be applied for low SRS overhead by adjusting the fusion process to exclude CSI-RS.

	FL 
	
	Please check the yellow highlight

	
	
	

	
	
	



AI for PAPR reduction for waveform
Proposed observation 2.9:

For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI/ML for PAPR reduction with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table J.
Note: whether/how to capture the observation in the TR is a separate discussion.


	Observation
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI/ML based waveform for PAPR reduction with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table J.
Note: whether/how to capture the observation in the TR is a separate discussion.



Proposed observation 2.9-1:


Table J
	Use case
	AI/ML based waveform for PAPR reduction

	Reported companies
	(3)vivo1, Samsung2, Huawei3

	Model input of decoder or model output of encoder
	transformed symbols symbol in frequency domain

	Model output of decoder or model input of encoder
	the modulated symbol in frequency domain

	Label
	Label free2,3
LLR1,3

	Training types
	offline training

	KPI
	BLER, CCDF of PAPR(UL), throughput (DL)

	Benchmark
	DFT-s-OFDM
HPE waveform

	Model location for inference
	Two-sided model

	Collaboration/interaction between UE and NW
	As for two-sided model in NR 

	Potential specification impact
	1. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration 



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	Huawei, HiSilicon
	
	As a clarification, for two-sided model, our Rx side model output is Estimated channel/LLR, i.e., the Tx side model and Rx side model are not symmetric (though it is NW implementation on the Rx side model output). Accordingly, the loss function considers both minimizing PAPR (Label free) and optimizing LLR; thus LLR can also considered as label.

Label:
Label free2,3
HPE waveform
LLR3


	Nokia
	
	We think it is too early to have an observation on this item. Prefer to focus on 2.1 and 2.2 for now.

	vivo
	
	For label part, the “HPE waveform1” can be deleted. Our results are also based on LLR for the NW side and PAPR or DCM reduction at the Tx side.

Label:
Label free2,3
HPE waveform
LLR3



	Samsung
	
	Generally fine. We suggest the following modifications 
· “Biased symbols” to “transformed symbols” for decoder input 
· Delete SGCS in the KPI as it is not applicable 


	
	
	

	
	
	

	
	
	



(3rd round)Proposed observation 2.9-2:

Table J AI/ML based waveform for PAPR reduction
	Use case
	AI/ML based waveform for PAPR reduction

	Reported companies
	(2) vivo1, Samsung2, Huawei3

	Model input of decoder or model output of encoder
	Transformed symbols symbol in frequency domain

	Model output of decoder or model input of encoder
	The modulated symbol in frequency domain

	Label
	Label free2,3
LLR1,3

	Training types
	offline training

	KPI
	BLER, CCDF of PAPR(UL), throughput (DL)

	Benchmark
	DFT-s-OFDM

	Model location for inference
	Two-sided model

	Collaboration/interaction between UE and NW
	As Similar tofor two-sided model in NR 

	Potential specification impact
	1. Signaling/ procedure related to LCM for two-sided model including inter-vendor collaboration 



AI for Sequence based HARQ-ACK

Proposed observation 2.10:

For 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on AI/ML for sequence based HARQ-ACK feedback with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table K.
Note: whether/how to capture the observation in the TR is a separate discussion.


	Observation
For 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on AI/ML based HARQ-ACK feedback with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table K.
Note: whether/how to capture the observation in the TR is a separate discussion.



(3rd round)Proposed observation 2.10-1:

Table K. AI/ML based HARQ-ACK feedback

	Use case
	AI/ML based HARQ-ACK feedback

	Reported companies
	(3) Qualcomm1, vivo2

	Model input
	HARQ ACK/NACK bit sequence (as input to specified/downloadable look-up table1)

	Model output
	Learn sequences
modulated symbols (as output from specified/downloadable look-up-table1)

	Label
	HARQ ACK/NACK bit sequence 

	Training types
	Offline training

	KPI
	BLER, SNR requirement for target BLER

	Benchmark
	NR RM code for short block length with Maximum Likelihood (ML) receiver

	Model location for inference
	NW sided model
or NA

	Collaboration/interaction between UE and NW
	No collaboration1
Learned sequence or downloadable sequence for HARQ-ACK2

	Potential specification impact
	Learned sequence (HARQ-ACK codebook) design or signaling for downloadable
Learned sequence or downloadable sequence for HARQ-ACK
Monitoring related procedure, if needed 




	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	QC
	
	For model output, add modulated symbols. Also, not clear to us what the “highlighted yellow” above is referring to.

	CATT, CICTCI
	
	Is the order of the model input and model output reversed (assuming NW-sided model)?  The label and model output should be consistent.

	Nokia
	
	We think it is too early to have an observation on this item. Prefer to focus on 2.1 and 2.2 for now.

	vivo
	
	Ok for the FL version.
@CATT this is from the model for training sequences perspective.

	InterDigital
	
	The description for the use case is not clear to us – similar questions as CATT on model output, label, etc. across the two sources. On model location for inferencing, it is not clear which results correspond to “NA” case and which ones are for NW-sided model. 

	QC
	
	We made updates with change marks in Table K.

	FL
	
	Some further updates. Please check. 



RAN for token traffic

Proposed observation 2.11:

For 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on RAN for token traffic with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table L. Besides, one resource provided preliminary simulation results and analysis on RAN assisted Token communication considering spatial-temporal correlation.
Note: whether/how to capture the observation in the TR is a separate discussion.

	Observation
For 6GR AI/ML related service, for 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on improved scheduling/HARQ for token traffic 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table L.
Note: whether/how to capture the observation in the TR is a separate discussion.



(3rd round) Proposed observation 2.11-1:

Table L.
	Use case
	RAN for token traffic

	Reported companies
	(2) Huawei1, OPPO2

	Model input
	UE side:
• Input: Raw data (e.g., image/video/audio, etc.)
NW or OTT server side: 
• Input: Tokens or filtered tokens with stamps by RAN

	Model output
	UE side:
• Output: Tokens (e.g., tokenized image/video/audio)
NW or OTT server side: 
• Output: Inference results for downstream tasks/Raw data of multiple modalities

	Label
	Label free2
Training at OTT, transparent to RAN1

	Training types
	Offline training at OTT, transparent to RAN

	KPI
	Supported number of UEs, achievable throughput 

	Benchmark
	NR scheduling/HARQ mechanism 

	Model location for inference
	The tokenizer model is at UE (e.g., an encoder).
The de-tokenizer model is at NW or OTT server side (e.g., a decoder).

	Collaboration/interaction between UE and NW
	NA

	Potential specification impact
	• Service awareness in RAN
• Spec impact on Token error identification, new scheduling and HARQ



	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check the highlighted yellow

	Lenovo
	Support.
	We support to take token traffic as a RAN use case for evaluation and study.

	Huawei, HiSilicon
	
	Since the AI/ML model is at application layer, the Label is 3GPP transparent.

Label: Label free training at OTT, transparent to RAN

	ZTE
	
	AI for RAN is an interesting use case. But it seems this sub-Case is more like an application layer model, not sure RAN1 is the right place to discuss this use case. 

	Nokia
	
	We think it is too early to have an observation on this item. Prefer to focus on 2.1 and 2.2 for now.

	LG Electronics
	
	Agree with Nokia.

	TCL
	
	Here only UL token communication is considered, please explain why there is no DL case.

	FL
	
	Question:
How can PHY knows or define “image/video/audio”? 



Other use cases
Proposed observation 2.12:

For 6GR AI/ML use cases identification/categorization, 
[one source] provided preliminary simulation results and analysis on pathloss prediction (Nokia), 
[one source] provided preliminary simulation results and analysis on AI based UL closed-loop power control (Nokia), 
[one source] provided preliminary simulation results and analysis on prior-information-aided DCI decoding 
[one source] provided preliminary simulation results and analysis on lossless DCI compression 
[one source] provided preliminary simulation results and analysis on early contention resolution in RACH(Ofinno), 
[one source] provided preliminary simulation results and analysis on sensing based RAN digital twin construction with NW-side AI/ML model (Huawei), 
[one source] provided preliminary simulation results and analysis on AI/ML-enabled RAN digital twin with distributed model (Huawei), 
[one source] provided preliminary simulation results and analysis on AI/ML based SRS power imbalance compensation, 
[[one source] provided preliminary simulation results and analysis on site specific learning for AI/ML and RAN digital twin (Deepsig).]
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table M
Note: whether/how to capture the observation in the TR is a separate discussion.

Table M
	Use Case
	Prior-Information-Aided DCI Decoding
	Lossless DCI Compression
	Sub-Case X: UL closed-loop power control with an NW-sided AI/ML model, where the model predicts the optimal power adjustment (or TPC command index) for the UE. 
	
	Sub-Case X: Pathloss prediction in the spatial, temporal, and/or frequency domain, to use the predicted pathloss in UL (PUSCH/PUCCH/PRACH/SRS) power control. 
	…

	Reported companies
	CMCC
	CMCC
	(1) Nokia
	
	(1) Nokia
	

	Model input
	LLR after demodulation at current transmission, and historical AI/ML based predicted LLR
	Historical DCI payload
	UL SINR measurement, UE Tx power estimate (derived from Pcmax, P0, PL alpha, pathloss measurement), and PUSCH allocation size
	
	L1-RSRP measurements from a sub-set/set of RSs/beams (Set B).
input can consider history of measurements
	

	Model output
	Decoded DCI payloads, and predicted LLR for next transmission
	Predicted DCI payload
	Predicted TPC command index
	
	Predicted pathloss value(s) (or predicted L1-RSRP(s)) for a set of RSs/beams (Set A).
output can consider future instances
	

	Label
	DCI payload sequences
	DCI payload sequences
	Optimal TPC command index (offline learning)

label-free (online learning)
	
	Pathloss value(s) (or L1-RSRP(s)) for a set of RSs/beams (Set A)
	

	Training types
	Offline training at the UE side
	Offline training at the NW side, and model delivery to UE side
	Offline and Online learning
	
	Offline training
	

	KPI
	BLER performance
	BER and sample-level prediction accuracy;
DCI overhead reduction
	UL throughput.
	
	Pathloss prediction accuracy, throughput, RS overhead reduction, Complexity.
	

	Benchmark
	Traditional DCI decoder
	Traditional DCI design
	1. UL Power control with optimized OLPC parameters 
2. UL Power control with optimized OLPC parameters and possibly legacy CLPC algorithms (with 5G TPC tables).
	
	Pathloss estimation based on Set A
Pathloss estimation based on Set B 
	

	Model location for inference
	UE-sided model
	Two-sided model
	NW-sided model
	
	UE-sided model 
NW-sided model
	

	Collaboration/interaction between UE and NW
	No collaboration
	Model transfer from NW to UE
	None
	
	As NR AI for BM 
	

	Potential specification impact
	1. Signalling/configuration design for prior-information-aided DCI decoder.
2. Signalling/ procedure related to LCM for UE-sided model
	1. Signalling/configuration design for Lossless DCI Compression. 
2. Signalling/ procedure related to LCM including model transfer
	Configurability of the values in TPC command tables or an extended TPC command table (compared to NR).
	
	1. Pathloss prediction related signalling/procedure
2. Signalling/ procedure related to LCM for UE-sided or NW-sided model
3. RAN4 performance requirements and test cases, including defining new requirements related to pathloss reference signal (PL-RS) measurement and activation delays of TCI state(s).
	




	Company
	Support or not
	Comment

	FL
	
	Anything I missed.
Pls note that, this is only for the one with evaluation results. 

	Huawei, HiSilicon
	
	Considering the sources of companies may rise in the next/future meetings, we should add a condition that “till RAN1#122bis”.

Till RAN1#122bis, The following use cases were proposed by one source with preliminary simulation results and analysis

	ZTE
	
	We were wondering what’s the plan for some use cases that are not included above, e.g., BSR prediction. 

	Ofinno
	
	To my understanding, based on PRACH enhancement, some companies mentioned the approach while the details seem different. 
=>FL: let them speak for themselves

	CMCC
	
	We don’t think to categorize the results based on the company number only.  It should also take other technical aspects, e.g., performance results, complexity into account. We don’t have a common rule in the last meeting that the categorization is based on company number. So, it should be fair enough to allow companies to submit results in the next two meetings as Huawei also commented. Since we don’t have a chance to discuss the performance details of each case, it is unfair to deprioritize the DCI cases now. As you can see from the simulation results, the performance gain is quite significant (3dB), and as stated in our contribution, the results are clear. We propose that it should be listed as one category with capturing the following table (from R1-2507020). 


[bookmark: _Ref210131689]Table 12. Summary of Prior-Information-Aided DCI Decoding
	Use Case
	Prior-Information-Aided DCI Decoding

	Model input
	LLR after demodulation, and the predicted LLR from the DCI prediction network. Extra assistant information can also be incorporated, such as CSI (including CQI, PMI, and RI), HARQ-ACK feedback, and SRS measurement results.

	Model output
	Decoded DCI payloads, and predicted LLR for the next transmission

	Label
	Label free

	Training types
	Offline training at the UE side.

	KPI
	BLER performance

	Benchmark
	Traditional DCI decoder:
· For convolutional codes: BCJR decoder
· For Polar codes: traditional BP decoder, and CA-SCL decoder

	Preliminary result
	(a) For enhanced Convolutional decoder: achieves >5 dB improvement at BLER@1% and ~1.5 dB at BLER@0.1% compared to the baseline BCJR decoder, where the dataset is from Redcap scenario.
(b) For enhanced Polar decoder: achieves about 5 dB improvement at BLER@1% compared to the traditional BP decoder, and about 3 dB gain compared to the CA-SCL decoder, where the dataset is from Redcap scenario.
(c) For enhanced Polar decoder: achieves about 4 dB improvement at BLER@1% compared to the traditional BP decoder, and about 3 dB gain compared to the CA-SCL decoder, where the dataset is from eMBB scenario.

	Model location for inference
	UE-sided model

	Collaboration/interaction between UE and NW
	No collaboration

	Potential specification impact
	· DCI dataset collection for AI/ML-based DCI prediction network training.
· Alt 1: The transmitter collects the DCI dataset and distributes it to receivers for model training.
· Alt 2: Each receiver independently gathers its own dataset for training.
· AI decoder/non-AI decoder fallback mechanism:
· Define criteria for switching between the prior-information-aided DCI decoder and the conventional non-AI decoder.
· Signaling/configuration design for prior-information-aided DCI decoder.
· Which DCI fields for prediction as model input

	Model backbone
	LSTM based or Transformer based




[bookmark: _Ref210040623]Table 14. Summary of Lossless DCI Compression.
	Use case
	Lossless DCI Compression: DCI payload predicator as AI task, and Lossless DCI Compression as downstream application

	Model input
	DCI payload predicator: Historical DCI payloads

	Model output
	DCI payload predicator: Predicated DCI payload

	Label
	Label free: i.e., using recorded DCI payload sequences as label

	Training types
	DCI payload predicator: Offline training can be conducted at the BS side, with the trained predictor subsequently delivered to the UE via model delivery.

	KPI
	DCI payload predicator: BER and sample-level predication accuracy
Lossless DCI Compression: Compression ratio after CRC attachment, and Aggregate overhead reduction

	Benchmark
	Traditional DCI design

	Preliminary result
	 - (Dataset 1) DL grant DCI from field test: Normalized information entropy = 22.5%, BER = 0.15%, sample-level predication accuracy = 95.62%, overhead reduction = 85.9%.
- (Dataset 2) UL grant DCI from field test: Normalized information entropy = 25.0%, BER = 0.03%, sample-level predication accuracy = 99.22%, overhead reduction = 88.6%.
- (Dataset 3) DL grant DCI from SLS: Normalized information entropy = 11.2% (mean), BER = 0.01%, sample-level predication accuracy = 99.81%, overhead reduction = 86.3%.

	Model location for inference
	DCI payload predicator: Model inference is executed at both BS side and UE side. 
· Note: The predictor is offline-trained at BS and deployed to the UE via model delivery. This ensures both BS and UE share identical predictors, guaranteeing aligned inference outputs.

	Collaboration/interaction between UE and NW
	DCI payload predicator: Model delivery from BS to UE is required to maintain inference alignment.

	Potential specification impact
	· Introduction of a UE capability report to indicate support for Lossless DCI Compression.
· Standardization of model delivery procedures to ensure predictor consistency between BS and UE.
· Definition of a new short DCI format to indicate the use of AI-predicted legacy DCI content.
· A mechanism to synchronize the historical DCI payload records between BS and UE.

	Model backbone
	DCI payload predicator: Feature Classifier (Transformer based) + Bit-Level Predictor (Bi-LSTM + Transformer based)




	vivo
	
	Interference prediction can be merged into CSI prediction case.
Moreover, we believe it should be clear that use cases even with single company may still deserve some categorization for the future discussion.

	Nokia
	
	AIML-based pathloss prediction
	Sub-use case
	Sub-Case X: Pathloss prediction in the spatial, temporal, and/or frequency domain, to use the predicted pathloss in UL (PUSCH/PUCCH/PRACH/SRS) power control. 

	Reported 
companies
	(1) Nokia

	Model input
	L1-RSRP measurements from a sub-set/set of RSs/beams (Set B).
· input can consider history of measurements

	Model output

	Predicted pathloss value(s) (or predicted L1-RSRP(s)) for a set of RSs/beams (Set A).
· output can consider future instances

	Label
	Pathloss value(s) (or L1-RSRP(s)) for a set of RSs/beams (Set A)

	Training types 
	Offline training

	KPI
	Pathloss prediction accuracy, throughput, RS overhead reduction, Complexity.

	Benchmark
	Pathloss estimation based on Set A
Pathloss estimation based on Set B 

	Model location for inference
	UE-sided model 
NW-sided model

	Collaboration/interaction between UE and NW
	As NR AI for BM 

	Potential spec impact
	1. Pathloss prediction related signalling/procedure
2. Signalling/ procedure related to LCM for UE-sided or NW-sided model
3. RAN4 performance requirements and test cases, including defining new requirements related to pathloss reference signal (PL-RS) measurement and activation delays of TCI state(s).



AI/ML-based UL closed-loop power control 
	Sub-use case
	Sub-Case X: UL closed-loop power control with an NW-sided AI/ML model, where the model predicts the optimal power adjustment (or TPC command index) for the UE. 

	Reported 
companies
	(1) Nokia

	Model input
	UL SINR measurement, UE Tx power estimate (derived from Pcmax, P0, PL alpha, pathloss measurement), and PUSCH allocation size

	Model output

	Predicted TPC command index

	Label
	Optimal TPC command index (offline learning)

label-free (online learning)

	Training types 
	Offline and Online learning

	KPI
	UL throughput.

	Benchmark
	1. UL Power control with optimized OLPC parameters 
2. UL Power control with optimized OLPC parameters and possibly legacy CLPC algorithms (with 5G TPC tables).

	Model location for inference
	NW-sided model

	Collaboration/interaction between UE and NW
	None

	Potential spec impact
	Configurability of the values in TPC command tables or an extended TPC command table (compared to NR).





	Huawei, HiSilicon
	
	Please see some updates as in below. Note that one use case of “AI/ML based SRS power imbalance compensation” from our Tdoc (R1-2507064) is missed.


For 6GR AI/ML use cases identification/categorization, 
[one source] provided preliminary simulation results and analysis on pathloss prediction (Nokia), 
[one source] provided preliminary simulation results and analysis on AI based UL closed-loop power control (Nokia), 
[one source] provided preliminary simulation results and analysis on prior-information-aided DCI decoding 
[one source] provided preliminary simulation results and analysis on lossless DCI compression 
[one source] provided preliminary simulation results and analysis on early contention resolution in RACH(Ofinno), 
[one source] provided preliminary simulation results and analysis on sensing based RAN digital twin construction with NW-side AI/ML model (Huawei), 
[one source] provided preliminary simulation results and analysis on AI/ML-enabled RAN digital twin with distributed model (Huawei), 
[one source] provided preliminary simulation results and analysis on AI/ML-enabled RAN digital twin with distributed model (Huawei), 
[one source] provided preliminary simulation results and analysis on AI/ML based SRS power imbalance compensation (Huawei), 

[one source] provided preliminary simulation results and analysis on site specific learning for AI/ML and RAN digital twin (Deepsig).

	Sub-use case
	Sub-Case A:
sensing based RAN digital twin construction with NW-side AI/ML model

	Reported
Companies
	(1) Huawei

	Model input
	Point cloud sensed by the BS with mono-static sensing and sensed/reported by UEs with bi-static sensing

	Model output
	3D point cloud representing the static environment

	Label
	Ground truth point cloud

	Training types assumption
	Offline training

	KPI
	Sensing accuracy metric: root mean square error (RMSE) of point cloud. RMSE= is the square root of the average of the squared errors between each sensed point ( in forms of coordinates) and ground truth point (in forms of coordinates) in the point cloud including n points with {x, y, z} dimensions.

	Benchmark
	BS side mono-static sensing only to construction RAN digital twin

	Model location for inference
	NW-side model

	Collaboration/interaction between UE and NW
	As NW-sided model in NR

	Potential spec impact
	Specify the type/format of bi-static sensing results reported from UE and the corresponding UL signaling.





	Sub-use case
	Sub-case B: 
AI/ML-enabled RAN digital twin with distributed model

	Reported
Companies
	(1) Huawei

	Model input
	UE-part models: local sparse point cloud 
NW-part model: latent space information from multiple UEs

	Model output
	UE-part models: compressed latent space information
NW-part model: global point cloud

	Label
	Ground truth point cloud

	Training types assumption
	Offline training (adopted in simulation)
Online finetuning (can be optionally considered)

	KPI
	1) Overhead metric: Feedback bits per point
2) Sensing accuracy metric: intersection-over-union (IoU), edge detection probability

	Benchmark
	1) Single UE sensing (to justify sensing accuracy metric of using distributed model).
2) Raw data transmission (to justify overhead metric of using distributed model).

	Model location for inference
	Distributed model: a NW-side model paired with multiple UE-side models.

	Collaboration/interaction between UE and NW
	Similar as two-sided model: UE reporting of compressed sensing results for inference.
Inter-vendor training collaboration between NW side and UE side.

	Potential spec impact
	1) Data collection and management procedure
2) Sensing results reported from UE in forms of compressed latent message
3) Inter-vendor training collaboration
4) Online finetuning related impact




	Sub-use case
	Sub-case C: 
AI/ML based SRS power imbalance compensation

	Reported
Companies
	(1) Huawei

	Model input
	UL measured channel matrix from SRS with IL imbalance

	Model output
	DL channel matrix with IL compensated

	Label
	UL SRS measurement without IL (assuming it is compensated by UE at certain conditions) or DL CSI-RS measurement

	Training types assumption
	offline training

	KPI
	SGCS

	Benchmark
	1) SRS without IL imbalance; 
2) non-AI based SRS IL imbalance compensation

	Model location for inference
	NW-sided model

	Collaboration/interaction between UE and NW
	UE reports for the inference, data collection, and monitoring of NW-side model.

	Potential spec impact
	1. Inference: UE reporting on the IL range for ensuring generalization
2. Data collection/monitoring: UE reporting of channel matrix with DL CSI-RS measurement








(3rd round)Proposed observation 2.12-1:

	Observation

xxxx





Table M -1
	Use Case
	Prior-Information-Aided DCI Decoding
	Lossless DCI Compression
	UL closed-loop power control with an NW-sided AI/ML model, where the model predicts the optimal power adjustment (or TPC command index) for the UE. 
	Pathloss prediction in the spatial, temporal, and/or frequency domain, to use the predicted pathloss in UL(PUSCH/PUCCH/PRACH/SRS) power control. 

	Reported companies
	(1)CMCC
	(1)CMCC
	(1) Nokia
	(1) Nokia

	Model input
	LLR after demodulation at current transmission, and historical AI/ML based predicted LLR
	Historical DCI payload
	UL SINR measurement, UE Tx power estimate (derived from Pcmax, P0, PL alpha, pathloss measurement), and PUSCH allocation size
	L1-RSRP measurements from a sub-set/set of RSs/beams (Set B).
input can consider history of measurements

	Model output
	Decoded DCI payloads, and predicted LLR for next transmission
	Predicted DCI payload
	Predicted TPC command index
	Predicted pathloss value(s) (or predicted L1-RSRP(s)) for a set of RSs/beams (Set A).
output can consider future instances

	Label
	DCI payload sequences
	DCI payload sequences
	Optimal TPC command index (offline learning)

label-free (online learning)
	Pathloss value(s) (or L1-RSRP(s)) for a set of RSs/beams (Set A)

	Training types
	Offline training at the UE side
	Offline training at the NW side, and model delivery to UE side
	Offline and Online learning
	Offline training

	KPI
	BLER performance
	BER and sample-level prediction accuracy;
DCI overhead reduction
	UL throughput.
	Pathloss prediction accuracy, throughput, RS overhead reduction, Complexity.

	Benchmark
	Traditional DCI decoder
	Traditional DCI design
	1. UL Power control with optimized OLPC parameters 
2. UL Power control with optimized OLPC parameters and possibly legacy CLPC algorithms (with 5G TPC tables).
	Pathloss estimation based on Set A
Pathloss estimation based on Set B 

	Model location for inference
	UE-sided model
	Two-sided modelUE-sided model + NW-sided model
	NW-sided model
	UE-sided model 
NW-sided model

	Collaboration/interaction between UE and NW
	No collaboration
	Model transfer from NW to UE
	None
	As UE-sided or NW-sided mode in nRlAs NR AI for BM 

	Potential specification impact
	1. Signalling/configuration design for prior-information-aided DCI decoder.
2. Signalling/ procedure related to LCM for UE-sided model
	1. Signalling/configuration design for Lossless DCI Compression. 
2. Signalling/ procedure related to LCM including model transfer
	Configurability of the values in TPC command tables or an extended TPC command table (compared to NR).
	1. Pathloss prediction related signalling/procedure
2. Signalling/ procedure related to LCM for UE-sided or NW-sided model
3. RAN4 performance requirements and test cases, including defining new requirements related to pathloss reference signal (PL-RS) measurement and activation delays of TCI state(s).



Table M-2

	Sub-use case
	Sensing based RAN digital twin construction with NW-side AI/ML model
	AI/ML-enabled RAN digital twin with distributed model
	AI/ML based SRS power imbalance compensation

	Reported
Companies
	(1) Huawei
	(1) Huawei
	(1) Huawei

	Model input
	Point cloud sensed by the BS with mono-static sensing and sensed/reported by UEs with bi-static sensing
	UE-part models: local sparse point cloud 
NW-part model: latent space information from multiple UEs
	UL measured channel matrix from SRS with IL imbalance

	Model output
	3D point cloud representing the static environment
	UE-part models: compressed latent space information
NW-part model: global point cloud
	DL channel matrix with IL compensated

	Label
	Ground truth point cloud
	Ground truth point cloud
	UL SRS measurement without IL (assuming it is compensated by UE at certain conditions) or DL CSI-RS measurement

	Training types assumption
	Offline training
	Offline training (adopted in simulation)
Online finetuning (can be optionally considered)
	offline training

	KPI
	Sensing accuracy metric: root mean square error (RMSE) of point cloud. RMSE= is the square root of the average of the squared errors between each sensed point ( in forms of coordinates) and ground truth point (in forms of coordinates) in the point cloud including n points with {x, y, z} dimensions.
	1. Overhead metric: Feedback bits per point
2.  Sensing accuracy metric: intersection-over-union (IoU), edge detection probability
	SGCS

	Benchmark
	BS side mono-static sensing only to construction RAN digital twin
	1. Single UE sensing (to justify sensing accuracy metric of using distributed model).
2. Raw data transmission (to justify overhead metric of using distributed model).
	1. SRS without IL imbalance; 
2. non-AI based SRS IL imbalance compensation

	Model location for inference
	NW-side model
	Distributed model: a NW-side model paired with multiple UE-side models.
	NW-sided model

	Collaboration/interaction between UE and NW
	Similar to NW-sided model in NR
	Similar to two-sided model: UE reporting of compressed sensing results for inference.
Inter-vendor training collaboration between NW side and UE side.
	Similar to NW-sided model in NRUE reports for the inference, data collection, and monitoring of NW-side model.

	Potential spec impact
	Specify 1. Signaling/procedure related to the type/format of bi-static sensing results reported from UE and the corresponding UL signaling.
2. Signalling/procedure related to LCM for NW-sided model
	1. Data collection and management procedure
21. Sensing results reported from UE in forms of compressed latent message
2. Signalling/procedure related to LCM for two-sided model including inter-vendor collaboration 3. Inter-vendor training collaboration
4. Online finetuning related impact
	1. Inference: UE reporting on the IL range for ensuring generalization
2. Signalling/procedure related to LCM for NW-sided model Data collection/monitoring: UE reporting of channel matrix with DL CSI-RS measurement





	Company
	Support or not
	Comment

	FL
	
	Proponent companies, please provide check my updates



Overall 

Observation 2.13(new): 
For 6GR AI/ML use cases identification/categorization, 
[xx sources] proposed to consider NR AI/ML for beam management as 6GR use case for study 
· Supported by: {Spreadtrum, UNISOC}, Transsion, ETRI, KT, VDF(energy saving),Rakuten, NEC, LGE, Ofinno, Google, Deepsig?, {CATT, CICTCI}, Fujitsu, Qualcomm, Nokia, ZTE, xiaomi, CEWiT, DoCoMo, Lenovo, Samsung, CMCC  ….
[xxx sources] proposed to consider NR AI/ML for CSI prediction as 6GR use case for study 
· Supported: NTU, Transsion, ATT, ETRI, NEC, KT,SKT, Hanbat National University, Sony, Panasonic, google, NAVIDA,  Ericsson, BJTU, Samsung, MediaTek, LGE, vivo, CMCC….
[xxx sources] proposed to consider NR AI/ML for CSI compression as 6GR use case for study 
· Supported: TCL, VDF, Rakuten, Ofinno, CMCC , Huawei/HiSilicon….


	Company
	Comment

	FL
	Please add your name

	CMCC
	We support 5G-A AI/ML based BM, CSI prediction and CSI compression for 6GR use case for study and added our company name above.

	Huawei, HiSilicon
	Add Huawei/HiSilicon to CSI compression

	MediaTek
	We are not sure of the implication of this proposal. The meaning of “consider NR AI/ML for xxx as 6GR use case for study” is not clear. 
If the intention is to study the NR AI/ML use cases with (potentially) new assumptions/baseline resulting from the 6GR study in other agendas, then we would like to propose a general wording as follows: 
“While NR use cases are not intended to be evaluated further for the purpose of understanding their feasibility, it does not preclude underlying 6G design changes compared to NR and it is understood that such underlying enhancements may warrant updates to the past AI/ML modelling/evaluations/assumptions for the NR use cases at a later stage of the 6G AI/ML study.”



Framework and evaluation
Evaluation and KPIs
Several companies discussed aspect on EVM and KPIs. Several companies proposed for comprehensive evaluation of AI/ML use cases by considering KPIs including system performance, system and model complexity, inter-vendor collaboration complexity, power consumption. In addition to intermediate and system KPIs that were adopted in 5G NR, companies proposed new KPIs such power consumption and inference latency to be considered in 6GR. 

Proposal 3.1 : 
For evaluation of AI/ML use cases in 6GR, consider
· Performance related metrics, including intermediate (model) performance KPIs, link level KPIs (e.g., BLER) and system level KPIs (e.g., throughput, overhead) 
· [bookmark: OLE_LINK4]Where the overhead including the overhead associated with inferencing, performance monitoring and (re)training
· AI/ML Model related metrics, including model/computational complexity, inference latency, training latency (when applicable), 
· FFS on whether/how to measure power consumption 
· Inter-vendor collaboration when applicable
· Generalization performance under a wide range of conditions
· FFS on whether and how to consider realistic deployment scenarios
Note: Detailed metrics to be discussed per use case.

	Company
	Comment

	FL
	Leftover from last meeting. 
The red part may need to explained by proponent companies

	Lenovo
	Model storage requirement should also be considered in the second bullet.
And just a wording suggestion:
· Inter-vendor collaboration complexity analysis when applicable

	NTT DOCOMO
	We suggest a further clarification for the Note in the last line,
Note: Which types of KPI (intermediate, link-level, system-level) will be adopted and detailed metrics to be discussed per use case.

	Futurewei
	In the case that the model requires online fine-tuning, the overhead should also include the fine-tuning aspects. We suggest the following modification in the sub-bullet of the first main bullet:
· Where the overhead including the overhead associated with inferencing, performance monitoring and (re)training and fine-tuning (if any).

	Huawei, HiSilicon
	1, the system level KPI should also consider the metric to evaluate the efficiency of serving AI/ML traffic type (e.g., tokens) 

For evaluation of AI/ML use cases in 6GR, consider
· Performance related metrics, including intermediate (model) performance KPIs, link level KPIs (e.g., BLER) and system level KPIs (e.g., throughput, overhead) 
· Where the overhead including the overhead associated with inferencing, performance monitoring and (re)training
· FFS performance metric for AI/ML services such as token communication


	CATT, CICTCI
	(1) Training latency is difficult to evaluate as it is highly implementation or even hardware dependent. And it does not matter for most use cases unless they rely on fast online training. Suggest to remove it.
(2) For two-sided model use cases (e.g. CSI compression related), we think ‘scalability’ should also be looked into, just the same as CSI compression study in NR.

	SPRD
	For the last bullet, what is the meaning of “a wide range of conditions”?

	Xiaomi
	1. For the AI/ML related metrics,  it is unclear how to measure the inter-vendor collaboration 
2. For the power consumption, with the increase of AI use cases, the power consumption will be increased accordingly. From that sense,  guranteeing the power efficiency is critical to the user throughput. Thus, power consumption  should be one criteria for the use case evaluation. As for the how to measure the power consumption, we don’t think it could be simply reflected by the model complexity, it also affected by the inference frequency. Even when there is no task, certain base electronic current is also needed to maintain the AI engine on, that would also cause some energy consumption
3. As for the training latency, we share similar view with CATT


	Nokia
	Direction is fine. Better to discuss in the offline session for wording changes. 

	SK Telecom
	For the third bullet, the wording needs to be improved like: “Complexity for inter-vendor collaboration when applicable”. 
For the last bullet, it is a bit unclear what it implies. What should be considered for generalized performance? 

	CMCC
	If model (re)training or model fine-tuning is adopted, then model can be changed when UE moved into different areas. So, generalization performance is not needed under a wide range of conditions, maybe generalization under one or several cells is enough.

· Generalization performance under a wide range of conditions


	Tejas
	Fine with the direction

	IIT Kanpur
	We agree with Futurewei’s comment regarding the inclusion of overhead aspects during fine-tuning, should the model require fine-tuning. 

	OPPO
	Fine with this direction. 
But for some details, such as inference latency or training latency, we don’t really know how to evaluate it. Btw, training latency in Rel-18 study, it can be considered as not time critical, so why would we study it again for 6GR. 

	Ericsson
	Regarding performance related metrics bullet, suggest adding a sub-bullet:
· Conclusions shall be drawn based on final performance metric (e.g., throughput) instead of intermediate KPIs
In addition, please add a bullet
· RAN4 interoperability testing feasibility and complexity

	InterDigital
	We support the sub-bullet in red. The OH considering inferencing, training/retraining, and performance monitoring are critical aspects that determine the overall benefits of specifying an AI/ML-based solution for a functionality.
In addition, we also would like to second the suggestion from Ericsson on consideration of final performance metrics.



 
LCM framework
Many companies proposed enhancement on NR’s LCM, encompassing aspects such as data and model management, including model transfer, applicability of the associated ID, support for localized models, advanced training methods, e.g., online and federated learning, meta-learning for handling network-side additional conditions. Moreover, a number of companies proposed to 5G NR’s LCM framework including functionality-based LCM as a starting point. Enhancement on AI/ML processing unit framework was proposed by a few companies, e.g., 1 company (Samsung) proposed to introduce AI/ML memory unit (MU) on the concurrently activated AI/ML feature/models

Proposal 3.2: 
For 6G LCM framework for AI/ML for air interface, consider the 5G NR AI/ML LCM framework as adopted in 5G Rel-19 specifications (e.g., TS38.331) as a starting point. 
· Study the necessity of potential enhancements for LCM, and if justified, the enhancement details. The examples to study include:  
· Data and model management 
· Handling of additional conditions 
· [bookmark: OLE_LINK5]Enablers for continuous (online) on-device model training/finetuning
· framework for AI/ML processing and memory
[Note: the study strived to provide a unified LCM across use cases]

	Company
	Comment

	FL
	Some modification according to Ericsson’s proposal

	Lenovo
	Generally fine with the proposal. One suggestion is to list some aspects, e.g., data collection for online training, model validation, under the third subbullet. 

	NTT DOCOMO
	We are generally fine with directions in the main bullet, but feel the examples are not clearly defined currently.
We also suggest keeping the last note, which should be an essential enhancement of 6GR AI/ML compared with 5GA.

	Futurewei
	We are ok with the proposal in general with a small comment regarding online model fine-tuning. We believe this should be applicable on either UE (side) or NW, so we suggest removing the wording of “on-device”: 
· Enablers for continuous (online) on-device model training/finetuning

	Fujitsu
	If the examples to study are listed in the proposal, then performance monitoring should be included which is important part of LCM. The following change is suggested.

· Study the necessity of potential enhancements for LCM, and if justified, the enhancement details. The examples to study include:  
· Data and model management 
· Performance monitoring
· Handling of additional conditions 
· Enablers for continuous (online) on-device model training/finetuning
· framework for AI/ML processing and memory


	CATT, CICTCI
	We think ‘continuity of UE-side AI/ML features across cells’ should be studied. This is to guarantee the UE-side AI/ML model/functionality can be smoothly functioning/switching among different cells around handover time.

	SPRD
	For the last example, it is necessary to clarify what components are included in the framework for AI/ML processing.

	Huawei, HiSilicon
	We do not think RAN1 can determine the 6GR AI/ML LCM framework on behalf of RAN2 – notice that TS38.331 spec is RAN2 spec, they are more appropriated to determine whether to reuse 5G or make a new architecture.

For 6G LCM framework for AI/ML for air interface, consider the 5G NR AI/ML LCM framework as adopted in 5G Rel-19 specifications (e.g., TS38.331) as a starting point. 



	Ofinno
	Generally fine. On model management, is it correct understanding to include performance monitoring aspects also?

	Xiaomi
	1. For the LCM Framework, we share similar view with Huawei. The determination of LCM framework is RAN2 work. 
2. For the third sub bullet, we share similar view with Futurewei, the “on-device” should be removed
3. For the Note part, we suggest to remove the bracket, it is quite important principle for the LCM framework 


	Nokia
	Ok with the proposal with Futurewei update. 
Mentioning of e.g., TS38.331 is not needed.

	SK Telecom
	We think defining the unified AI/ML framework across use cases is very important in order to avoid any excessive framework, and thus prefer to keep the last note. Regarding the examples, it seems still necessary to be further discussed, and maybe the wording would be better to be open a bit more.

	CMCC
	We are generally supportive of this proposal. But if we consider two-sided model, 5G Rel-20 specifications are also needed as a starting point, and the 5G NR AI/ML LCM framework is not only described in TS 38.331, but also TS 38.214, TS 38.212, etc. 

For 6G LCM framework for AI/ML for air interface, consider the 5G NR AI/ML LCM framework as adopted in 5G Rel-19/20 specifications (e.g., TS38.331) as a starting point.

	LG Electronics.
	We are generally fine, but we may need to further study on efficient and faster model switching by considering fall back operation to non-AI and allowing performance monitoring for inactive model. So, we suggest following:

· Study the necessity of potential enhancements for LCM, and if justified, the enhancement details. The examples to study include:  
· Data and model management 
· Handling of additional conditions 
· Enablers for continuous (online) on-device model training/finetuning
· Faster and more efficient model/functionality switching (e.g. via fall back operation to non-AI, performance monitoring for inactive model)
· framework for AI/ML processing and memory

	TCL
	Agree

	Tejas
	We are supportive to this proposal

	IIT Kanpur
	We are fine with the proposal.

	NEC
	“5G NR AI/ML LCM framework as adopted in 5G Rel-19 specifications” is use case dependent and is very CSI framework dependent. It may not fit 6G use cases especially those non-MIMO use cases. We think it should be removed for this early disucssion.

	vivo
	@Futurewei, online model training/finetuning is different from on device. The major difference is the latency required. For online model training, it may require stringent timeline but on device training/finetuning may not necessarily have stringent timeline. If you want to add NW side online model training/finetuning, it can be explicitly added. But on device finetuning should not be removed.

	OPPO
	The LCM of 5G-A supports CSI use case and positioning. If we take the CSI report configured in TS 38.331 as a starting point, it may not be applicable to other non-CSI use cases, such as DMRS OH reduction. 
At the beginning of 6G, it would be a good chance to strive for a unified LCM framework. 

	InterDigital
	We support the suggested change in the first bullet from Huawei. In fact, we suggest to simplify the first and second bullets as:
· For 6G LCM framework for AI/ML for air interface, study potential enhancements relative to 5G NR AI/ML LCM framework.

We are fine to keep the examples (including performance monitoring bullet suggested by Fujitsu) but do not think they are critical since they encompass all of LCM aspects.

	Samsung
	Support

	MediaTek
	We wish to add a bullet point: “leveraging cross-use case similarities” e.g., CSI-related use cases could have same model input data (e.g., CSI-RS measurements) and some parts of the model architecture could also be reused across CSI-related use cases.




Data collection framework 
A number of companies discussed data collection framework in their contribution. The following summarizes the discussion points 
1. Enhancement in the data collection framework for future-proof and unified (across working groups) design. 
2. Scope and restrictions, e.g., whether to restrict data collection to use cases or to support generic purpose data collection.
3. Whether to introduces a new AI/ML data management plane 
Some of the proposals may not be under the realm of RAN1. However, RAN1 may identify requirements which may consequently suggest enhancement in the relevant working group. With this in mind, the RAN1 study may focus in identifying requirements that may lead to data collection framework enhancement.

Conclusion 3.3: 
For AI/ML study in 6GR, RAN1 to study on the content and format for data collection for each use case. 
	Company
	Comment

	Lenovo
	 It should be clarified that the data collection in this conclusion at least includes the date collection for model training (at least for offline training). Both NW-side and UE-side data collection should be considered. 

	NTT DOCOMO
	Support.

	Fujitsu
	Is this proposal applicable to offline training, online training and finetuning?

	CATT, CICTCI
	Support. 
But another question is that, does RAN1 need to analyze data collection framework in physical layer in high-level? For example, should RAN1 analyze the pros and cons if CSI related AI/ML data collection is imbedded in CSI reporting framework in physical layer?

	SPRD
	OK

	Nokia
	Let RAN2 discuss this. 

	SK Telecom
	Support in principle for studying this but not sure if this would be the scope of RAN1. 

	CMCC
	Support.
When we discuss the requirements of data collection, both offline training, online training can be considered subject to each use case.

	LG Electronics
	Agree in principle, but what is the motivation of this conclusion. Anyway, when we discuss each use case, this part can be also studied.  

	TCL
	Agree

	vivo
	Support

	OPPO
	Open to discuss. 
At least the content of data collection of RAN1 studied use cases should fall into RAN1 territory. 

	Ericsson
	Support in general. Suggesting updating “each use case” to “each use case led by RAN1”

	Samsung
	Support





Proposal for online

Appendix
RAN 1 #122
Agreement
For 6GR AI/ML use cases identification/categorization, for each (sub-)use case proposed, proponent companies are encouraged to study and report the following: 
· Definition of each (sub-)use case, including at least AI/ML model input/output
· The evaluation assumption, methodology, KPIs, benchmark, and preliminary simulation results
· Assumption on training types, e.g.,
· offline training, online training/finetuning
· Label construction (if applicable), including whether/how to obtain label data for model training
· Assumption on model location for inference, e.g., UE-sided model, NW-sided model, and two-sided model
· Collaboration/interaction between UE and NW, e.g., 
no collaboration/interaction
UE/Network collaboration targeting at separate or joint ML operation
· High level potential specification impact 

RAN1 #122bis 

Observation
For 6GR AI/ML use cases identification/categorization, [24 sources] provided preliminary simulation results and analysis on low overhead CSI-RS or CSI prediction with AI/ML.
· [23 sources] provided preliminary simulation results and analysis on frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RS with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table A.
· [6 sources] provided preliminary simulation results (or by citing to NR study for CSI time domain prediction) and analysis on CSI time domain prediction with AI/ML wherein [3 sources] assumed Rel-19 CSI prediction while [3 sources] assumed differently. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· [4 sources] provided preliminary simulation results and analysis on CSI prediction cross carrier/band/frequency block with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI/training type) and initial analysis can be found in Table B.
· [2 sources] provided preliminary simulation results and analysis on CSI prediction across analog beams with AI/ML. Detailed evaluation assumptions (model input/output/label/benchmark/KPI training type) and initial analysis can be found in Table B.
· Besides, one source provided preliminary simulation results and analysis on, Tokenized CSI prediction (Huawei), and time domain CSI prediction combining CSI-RS and DMRS measurements (MediaTek). 
Note: whether/how to capture the observation in the TR is a separate discussion.

Table A
	Sub-use case
	Sub-Case A: Frequency and/or spatial domain CSI prediction with sparse/low overhead CSI-RS with AI/ML

	Reported 
companies
	(23) Ericsson1, ZTE2, vivo3, OPPO, Xiaomi, CMCC, Huawei4, Samsung, Fujitsu, Apple, Qualcomm5, Kyocera6, Nokia7, {Spreadtrum, UNISOC}8, Interdigital9, Lenovo, LGE10, DoCoMo11, CEWiT, IITM, IIT Kanpur, Tejas, {CATT, CICTCI}12

	Model input
(for decoder of 2-sided model, when applicable)
	1. Measurement of channel with sparse/low overhead CSI-RS (majority)
1a. Additional long-term multi-path power/angle/delay info information as assistance information4
2. Reported CSI for NW-sided model3,4,5

	Model output
(for decoder of 2-sided model, when applicable)
	1. Full channel matrix (majority)
2. Eigenvector 3 for NW-sided model
3. Channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12

	Label
	1. Estimated/ideal channel matrix based on full CSI-RS density(majority)
2. Ideal precoding matrix with full dimension3 
3. Estimated/ideal channel matrix/eigenvector with different/targeted antenna on/off patterns3, 12

	Training types 
	Offline training(majority)
Online finetuning for UE-sided model (for NW-sided model + UE sided model without training collaboration)4 

	KPI
	NMSE, SGCS, throughput, ratio of CSI-RS overhead

	Benchmark
	1. non-AI based on full CSI-RS
2. non-AI based on sparse CSI-RS

	Model location for inference
	UE-sided model 
NW-sided model2,3, 4,5,6
Two-sided model3
NW-sided model + UE-sided model without training collaboration4

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
As NW-sided model in NR
As two-sided model for CSI compression4 in NR

	Potential spec impact
	1.Sparse CSI-RS design and corresponding feedback (especially for NW-sided model)
2. Signalling/ procedure related to LCM 
3. Inter-vendor collaboration for two-sided model, when applicable




Table B
	Sub-use case
	Sub-Case B:
CSI time domain prediction (as Rel-19 CSI prediction or extension)
	Sub-case C: 
CSI prediction cross carrier/band/frequency band 
	Sub-Case D:
CSI prediction across analog beams

	Reported
Companies
	(6) Ericsson2, BJTU, Samsung, MediaTek3, LGE, vivo1
	(4) Samsung, Apple, LGE, DoCoMo1
	(2) Samsung, vivo1

	Model input
	1. Channel matrix over K CSI-RS occasions 
2. Measurements of interference over K CSI-RS occasions1 
3. Channel matrix over K CSI-RS occasions with 20ms periodicity3 
4 Channel matrix with one P CSI-RS with 20ms periodicity and K-1 AP CSI-RS2 
	Channel matrix of carrier/band/frequency block A
	Channel matrix of Set B of beams

	Model output
	1. Channel matrix of future instances
2. Interference in future instances1
	Channel matrix of carrier/band/frequency block B
	Channel matrix of Set A of beams

	Label
	Measurement in future time occasions.

	Channel matrix of carrier/band/frequency block B
	Channel matrix of Set A of beams

	Training types assumption
	offline training
	offline training
	offline training

	KPI
	NMSE, SGCS, throughput, [ratio of CSI-RS overhead]
	SGCS, NMSE, throughput, ratio of CSI-RS overhead 
	SGCS, NMSE, throughput, ratio of CSI-RS overhead

	Benchmark
	
	1.Ground truth of target frequency block
2. Sample and hold 
	Ground truth of Set A of beams

	Model location for inference
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
	UE-sided model
NW-sided model1
Two-sided model1

	Collaboration/interaction between UE and NW
	As UE-sided model in NR
in NR
As NW-sided model in NR1
	As UE-sided model in NR
in NR
	As UE-sided model in NR
in NR

	Potential spec impact
	1. As AI based CSI prediction in NR 
2. Reporting content, signalling and procedure for LCM for extension cases1
	1. Cross carrier/frequency switching procedure enhancement based on predicted CSI
2. signalling/ procedure related to LCM
	1.CSI-RS configuration for predicted beams
2. signalling/ procedure related to LCM



Table for single company will be added.

Observation
For 6GR AI/ML use cases identification/categorization, [23 sources] provided preliminary simulation results and analysis on low overhead DMRS with AI/ML receiver.
· [22 sources] provided preliminary simulation results and analysis on sparse orthogonal DMRS in frequency and/or time domain with AI/ML receiver. 
· [11 sources] provided preliminary simulation results and analysis on superimposed pilot with AI/ML receiver. 
· [5 sources] provided preliminary simulation results and analysis on DMRS free with AI/ML receiver. 
· Detailed evaluation assumptions (model input/output/label/benchmark/KPI/ training type) and initial analysis can be found in Table C. 
Note: whether/how to capture the observation in the TR is a separate discussion.
Table for detailed assumptions of each category will be added.


Observation
For 6GR AI/ML use cases identification/categorization, [13 sources] provided preliminary simulation results and analysis on CSI compression and feedback.
· [xx sources] provided preliminary simulation results and analysis on CSI compression with joint source and channel coding (JSCC) 
· [xx sources] provided preliminary simulation results and analysis on CSI compression with joint source, channel coding and modulation (JSCM)
· [2 sources] provided preliminary simulation results and analysis on CSI feedback with downloadable basis/codebook.
· [3 sources] provided preliminary simulation results (or cite to NR AI/ML for CSI compression simulation results) and analysis on CSI reconstruction with CSI feedback with SRS (assuming separate source and channel coding).
· [1 source] provided preliminary simulation results and analysis on CSI feedback without SRS.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in in Table D.
Note: whether/how to capture the observation in the TR is a separate discussion.

Observation
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on (de)modulation.
· [5 sources] provided preliminary simulation results and analysis on modulation constellation design with the help of AI, and with non-AI or AI receiver.
· [3 sources] provided preliminary simulation results and analysis on AI-based modulation and precoding with two-sided model.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table F.
Note: whether/how to capture the observation in the TR is a separate discussion.

Observation
For 6GR AI/ML use cases identification/categorization, [5 sources] provided preliminary simulation results and analysis on AI-based none-linearity handling at transmitter or receiver. 
· [5 sources] provided preliminary simulation results and analysis on AI-based DPoD/None-linearity compensation at receiver.
· [2 sources] provided preliminary simulation results and analysis on AI-based DPD at transmitter.
· Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table G.
Note: whether/how to capture the observation in the TR is a separate discussion.

Observation
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on low overhead SRS with AI/ML 
[1 source] provided preliminary simulation results and initial analysis on low PAPR SRS sequence design with help of AI/ML 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and analysis in Table I.
Note: whether/how to capture the observation in the TR is a separate discussion.

Observation
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI-enabled UL precoder indication with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis can be found in Table H.
Note: whether/how to capture the observation in the TR is a separate discussion.

Observation
For 6GR AI/ML use cases identification/categorization, [3 sources] provided preliminary simulation results and analysis on AI/ML based waveform for PAPR reduction with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table J.
Note: whether/how to capture the observation in the TR is a separate discussion.

Observation
For 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on AI/ML based HARQ-ACK feedback with detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table K.
Note: whether/how to capture the observation in the TR is a separate discussion.

Observation
For 6GR AI/ML related service, for 6GR AI/ML use cases identification/categorization, [2 sources] provided preliminary simulation results and analysis on improved scheduling/HARQ for token traffic 
Detailed evaluation assumptions (model input/output/label/KPI/benchmark) and initial analysis in Table L.
Note: whether/how to capture the observation in the TR is a separate discussion.
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