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1 Introduction
In RAN#109, the SID for 6GR has been updated in [1]. The detailed objectives of the study for 6GR channel coding are: 
c) Channel coding, using LDPC and Polar Code as baseline, considering applicable extensions to satisfy 6GR requirements and characteristics with acceptable performance/complexity trade-off [RAN1]. 
In this document, summary of both data and control channel coding are provided.
The draft FL proposals will be found in each section with the following way of naming:
	Proposal 3.1-1-v1: XXX …
· ‘3.1’ is the section number in this document
· ‘1’ is marked as the serial of proposals under this section, e.g. different proposals in this section will be numbered as {1, 2, 3, …}
· ‘v1’ is the version of a proposal, and will be numbered as {v1, v2, v3, …}



2 Proposals for online discussion 
2.1 Proposals for Monday online
Proposal 3.2-1: max CB size
Proposal 3.2-1-v2: For the study of LDPC extension beyond NR range, the following options of the maximum code block size are identified in RAN1#124 for further study
· Option 1: 8448 
· Option 2: 8448*2
Note: Applicability of the potential LDPC extension to data rate within NR range will be further discussed

Proposal 3.2-2: number of information columns
Proposal 3.2-2-v2: For the study of LDPC extension beyond NR range, the following options of the number of information columns are identified in RAN1#124 for further study
· Option 1: 22
· Option 2: 44
· Other values are not precluded
Note: Applicability of the potential LDPC extension to data rate within NR range will be further discussed

Proposal 3.2-4: puncturing node
Proposal 3.2-4-v2: For the study of LDPC extension beyond NR range, the following options of puncturing before rate matching are identified in RAN1#124 for further study
· Option 1: no puncturing on information columns
· Option 2: puncture 1 information column
· Option 3: puncture 1 information column and 1 parity check column
· Option 4: puncture 2 information columns 
· Option 5: puncture 1 parity check column
Note: Applicability of the potential LDPC extension to data rate within NR range will be further discussed

Proposal 3.1-1: Area efficiency
Proposal 3.1-1-v2: For the study of LDPC extension for data rate beyond NR range with acceptable performance-complexity tradeoff, companies are encouraged to provide the evaluation of area efficiency. 
,
wherein , M is the number of check nodes in the lifted parity check matrix, N is the number of variable nodes in the lifted parity check matrix, Z is the maximum lifting size, the coefficients a, b, c, d are reported by companies. 
Note: the logic units and memory may be shared among different BGs
The throughput is defined as below

where  denotes the number of information columns in a BG,  is the maximum lifting size,  is the maximum number of decoding iterations,  is decoding cycle per iteration, and  means the number of decoder blocks. 

Observation 4.3-1: small UCI
· Observation 4.3-1-v1: The following drawbacks of small UCI encoded by 5G RM codes are identified:
· 5G RM codes suffer from error floor and performance degradation due to rank deficiency in certain combinations of information bit lengths and code rates.
· Non-optimal BLER performance in different information bit lengths and code rates
· Standard fragmentation

2.2 Proposals for Tue online
Proposal 3.2-3: mother code rate and number of edges
Proposal 3.2-3-v2: For the study of LDPC extension beyond NR range,
· the mother code rate R ≥ 1/3, FFS the exact value of R.
· the total number of ones in the lifted parity check matrix of LDPC extension is no larger than or comparable with BG1
Proposal 3.2-3: Puncturing node 
Proposal 3.2-3-v3: For the study of LDPC extension beyond NR range, the following options of puncturing before rate matching are identified in RAN1#124 for further study
· Option 1: no puncturing 
· Option 2: puncture 1 column
· Option 3: puncture 2 columns 
	Proposal 4.6-1: simulation assumptions for control payload size >11 bits
Proposal 4.6-1-v2: For the evaluation assumptions for Polar code extension with payload size larger than 11 bits, following evaluation assumptions are considered.
	Channel
	AWGN

	Modulation
	QPSK
[For UL, ] other modulation orders can be reported by companies

	UL
	Code rate: 1/8, 1/6, 1/5, 1/4, 1/3, 1/2, 2/3, 3/4, 5/6, 7/8
Information bit length (bits w/o CRC) A: 1706: S: X
Coded bit length 
X is reported by companies
S: Information bit length step is reported by companies

	DL
	Information bit length (bits w/o CRC): 140: 4: Y
Coded bit length: 108*[2,4,8,16]
Y is reported by companies.
FAR(in presence of AWGN, and in presence of random QPSK, and undetected errors in intended user’s codeword): 1.5*2^ (-21)

	Decoding algorithm for Polar code
	CRC-aided SCL decoding
Companies to report the list sizes within 4, 8, 16

	Target BLER
	10-2, 10-3



Proposal 3.1-1: Area efficiency
Proposal 3.1-1-v2: For the study of LDPC extension beyond NR range, companies are encouraged to provide the evaluation results of area efficiency. 

3 Data channel coding
3.1 Evaluation methodology 
Summary of observations/proposals
	Huawei
	Proposal 1: [bookmark: _Hlk219844375]If the necessity of LDPC extension is justified for data rate beyond NR range for high throughput scenarios, LDPC extensions supporting high code rates—e.g., up to 0.95—should be evaluated.
Proposal 2: [bookmark: _Hlk219234363]If the necessity of LDPC extension is justified for data rate beyond NR range for high throughput scenarios, LDPC extensions capable of supporting modulation order at least 256QAM and 1024QAM should be evaluated.
Proposal 3: [bookmark: _Hlk219234368]If the necessity of LDPC extension is justified for data rate beyond NR range for high throughput scenarios, LDPC extensions capable of faster convergence—e.g., within 10 iterations—should be evaluated.
Proposal 4: Use the following methodology to evaluate area efficiency of potential LDPC extension candidates:
 ;

 ;
；
Where: 
· K the coded block size (information bits);
·  is the operating frequency;
·  is the decoding latency for one code block;
·  is the number of decoders;
·  is the maximum number of iterations;
·  is the decoding time per iteration;
·  is the number of ‘1’ in the LDPC lifted parity-check matrix;
·  is the number of edges that can be processed in parallel;
·  is the number of rows in the LDPC base graph;
·  is the number of orthogonal rows processed in parallel;
·  is the waiting time to process a previous row before starting a new row;
· M is the number of check nodes; 
· N is the number of variable nodes;
·  is the number of QSNs.

	CATT
	The hardware complexity of the LDPC code is evaluated using Equation (5):
	
where z denotes the lifting size.

	Spark NZ
	Proposal 1: To compare various candidate LDPC coding schemes it is necessary to agree on a framework for comparison. This may be based on some metrics like arithmetic complexity, area efficiency, energy efficiency and spectrum efficiency- see above discussions for details.
Proposal 2: Agree on formulas and procedure required, values of parameters to evaluate the metrics in this proposal. There is also a need to agree on formulas to evaluate algorithmic complexity, decoding throughput and chip area.
Proposal 3: 5G NR should be a base line for comparison of SE, AE and EE. 

	ZTE
	The decoding throughput for different LDPC codes should be compared under the condition of the same decoding parallelism.
Define the following area efficiency for the evaluation of LDPC codes as a starting point:
· AE = Throughput ∕Chip area, where
·  , and
·  with coefficient  and  to be reported by companies.
Considering the following metrics for performance comparison 
1)Complexity reduction with same/comparable performance under the reference iteration times,
2)SNR performance gain with the same computation complexity,
3)Area efficiency improvement with same normalized iteration times (same/comparable performance).
1. The new LDPC design targets high data rate, wherein higher code rate and fewer iteration times (e.g., 8) are typically applied.
1. Even the highest nominal code rate supported by MCS table is 948/1024, the actual code rate can be higher than that due to resource collision. (e.g., PDSCH rate matching)
New LDPC design needs to provide attractive complexity-SNR performance than BG1 is in medium ~ high code rate (e.g., CR≥1/2) under different modulation orders.

	vivo
	[bookmark: _Ref220687042]Proposal 2: Consider the following metric to evaluate the area overheads of a given LDPC extension design,
,
where Z is the maximum lifting size, R is the maximum row weight of the LDPC BG at the decoder, V and C are respectively the number of columns and that of rows of the LDPC BG at the decoder; the constants a, b, c, and d depend on implementation and can be reported. We recommend using a=1.8, b=0.2, c=0.1, d=1.4, e=6.6 for the ease of alignment. 
[bookmark: _Ref220687067]Proposal 3: Computation complexity is defined as (the number of iteration times for required BLER) *(the number of ones in the lifted parity check matrix)/ (CB size), where size of the lifted parity check matrix is up rounded to be the multiples of the used lifting size.

	SJTU, NERC-DTV
	Observation 1: While a formulaic model can provide a theoretical throughput estimation, a fair comparison between different LDPC schemes must be conducted under the condition of equivalent decoding parallelism and hardware complexity to accurately assess the area and energy efficiency.

	NEC
	Proposal 7: Support to consider joint enhancement aspects across LDPC and Polar coding schemes, including harmonized evaluation methodologies, shared implementation considerations, and coexistence with HARQ mechanisms.

	Samsung
	Proposal 4: LDPC decoding throughput is analysed based on the following equation:

where  denotes the number of columns for information bits in a BG,  is the lifting size,  is the maximum number of decoding iterations,  is decoding cycle per iteration, and  means the number of decoder blocks.
In more detail, the components of an LDPC code can be broadly categorized into memory and logic gates, and the decoder area can be expressed as = +  where  represents the decoder area,  denotes memory area, and  denotes logic gate area. Here,  is the weight factor for the memory area, and  is the weight factor for the logic gate area. 
The total number of bits for memory is     where  and  denote the number of variable nodes and check nodes, respectively.  represents the number of information nodes,  indicates the number of variable nodes with a degree greater than 1. ,  and  denote the number of bits for L value, R value and Q value, respectively.

Although it occupies a smaller fraction of the decoder area, we also consider the shift network size. Shift Network: QSN (radix-2)  (2:1 mux) where  is bit-width for shift network unit.
Observation 12: Memory requirement analysis serves as a sufficient and reasonable metric for a simplified hardware complexity comparison.
Proposal 6: Adopt memory requirements as the primary metric for simplified hardware complexity analysis during the LDPC code evaluation process in RAN1. 

	Apple
	Complexity: The memory complexity is proportional , where  represents the number of check-nodes and  represents the number of variable-nodes in the LDPC code. The processing complexity can be modeled as , where  is a constant  is the decoder parallelism factor. The total complexity is a combination of the memory complexity and the processing complexity.

	Ericsson
	[bookmark: _Toc220572961][bookmark: _Toc220572962][bookmark: _Toc220572958][bookmark: _Toc220572953][bookmark: _Toc220572959][bookmark: _Toc220572952][bookmark: _Toc220572957][bookmark: _Toc220572960][bookmark: _Toc220572956][bookmark: _Toc220572951][bookmark: _Toc220572954][bookmark: _Toc220572955][bookmark: _Toc210402983][bookmark: _Toc220675899]Observation: Complexity includes implementation complexity reflecting the support of additional BG3 decoder implementation. This can lead to added chip area or reduction in processing capacity of other functions (e.g. other baseband functions).

	MediaTek
	[bookmark: _Ref213409987]Observation 1: Due to the 6G DL peak data rate requirement made in RAN, 2x-4x peak data rate improvement from the 5G QC-LDPC design is anticipated in 6G.
Proposal: Study 6G QC-LDPC design to achieve >2x peak data rate of 5G with better area efficiency and acceptable performance-complexity tradeoff for both NW side and UE side 
Proposal: To facilitate the analysis of performance and computation complexity, computation complexity is compared at given reference SNRs among new BG designs
· Reference SNRs are defined as the required SNRs for 5G BG1 to achieve the target BLER at 20 iterations and at 10 iterations 

Proposal: Consider  as the estimation of total decoding cycles per CB
· : decoding cycle per iteration
·  can be approximated by , where e is the number of edge in a BG and M is the number of edges available to be processed simultaneously, if any, e’ is decoding latency overhead from insufficient row independency in the layer decoding   
· : number of iterations to achieve target BLER at reference SNRs
· Target BLER: 0.01, 0.0001
· Reference SNRs: The required SNRs where BG1 achieves target BLER under Layer BP with {20,10} iterations 
Proposal: To ensure BLER performance is acceptable for all MCS, consider the following metric to facilitate peak data rate evaluation for a decoder operating at maximum frequency   
· 
·  is the number of iterations to decode an MCS=X CB to achieve target BLER at reference SNR 
·  is number of decoding cycles per iteration to decoder an MCS=X CB 

[bookmark: _Ref213410019]Observation 6: Bottleneck case to determine peak data rate of BG1 is MCS=20 based on peak data rate estimation .
Proposal: Consider the following metric to facilitate area efficiency estimation
· Area efficiency =
· Peak data rate evaluation for a decoder operating at maximum frequency   
· 
·  is the number of iterations to decode an MCS=X CB to achieve target BLER at reference SNR 
·  is number of decoding cycles per iteration to decoder an MCS=X CB 
· Chip area=logic area+storage area
· Logic area : ×M+ 33.5Z×M+ 5×(Z×2.5+Z×0.75)
· Storage area:  8+r +(r-1)(e + 
· M=number of block processed in layer block decoder
· Z: max lifting size
· c:number of columns in BG
· r:number of rows in BG
· e:number of edges in BG

	AccelerComm, Orange, Vodafone
	Observation 2: The chip area associated with the computational logic of a layered belief LDPC decoder is proportional to its parallelism P.

	Lenovo
	Observation 1: Channel Coding enhancements are required to satisfy 6G KPIs given new emerging services and corresponding requirement
Proposal 1: Data channel coding extensions should be designed to balance performance–complexity trade-offs while maximizing hardware reuse between 5G and 6G systems.

	NTT DOCOMO
	Proposal 6
· RAN1 shall define the formula for LDPC decoding throughput as below:

c is the number of decoders or blocks to be processed simultaneously
 is the number of information columns in LDPC BG,
 is the lifting size,
 is the number of iterations,
 is the number of decoding cycles per iteration.

	Jio Platforms
	Observation 4: Decoder throughput scaling is fundamentally constrained by the joint scaling of compute parallelism and message-memory bandwidth (including the supported Zc,max), not by compute parallelism alone.
Observation 5: Increasing Zc,max can materially increase decoder area/power due to larger message memory, motivating careful consideration of multi-instance scaling versus Zc,max extension.
Proposal 3: RAN1 to consider and report decoder implementation scalability metrics (e.g., area/power trends vs P, Zc,max, and C) when evaluating candidate LDPC enhancements for 6GR peak throughput.

Observation 13: Appendix A provides example assumptions and reference parameters to enable consistent comparisons; any additional assumptions and reporting items should be explicitly stated to ensure fair performance–complexity comparison.
Proposal 11: Agreement to include puncturing-awareness and schedule/termination reporting in the 6G LDPC evaluation methodology (to ensure fair comparison across evaluated designs and implementations).

	Qualcomm 
	For two LDPC codes with potentially different lifting sizes/base graph sizes but with the same number of information bits, we define the normalized number of iterations relative to NR BG1 as follows

Here,  and  denotes the number of information columns in the base graph for NR and new LDPC codes, respectively.

	CSCN
	Observation 1: The flooding and layered-BP decoding architectures exhibit comparable performance under high iteration numbers, while the reverse-ordered layered-BP achieves the best performance under low iteration numbers.
Observation 2: For reverse-ordered layered-BP decoding, the performance gap between 8 and 20 iterations is within 0.5 dB, indicating that further increasing the iteration number yields limited gains at this point, which should be classified as a high-reliability scenario. When the maximum iteration count is ≤8, the performance is significantly affected by iteration number variations, and high-throughput scenario research should focus on optimizing this range.
Proposal 1: Simulations for the new BG should adopt reverse-ordered layered-BP decoding, with particular emphasis on scenarios where the maximum iteration number is ≤8.



Summary of inputs
In RAN1#123 meeting, the agreed evaluation metrics for LDPC extension include BLER performance and computation complexity.
	Agreement in RAN#123
For the study of LDPC extension for data rate beyond NR range with acceptable performance-complexity tradeoff,
· To provide the initial version of LDPC BG(s) and PCM(s) in the excel spreadsheet by RAN1#124
· To provide the required SNR and complexity for target BLER, and the evaluation assumptions of the decoding algorithm
· The definition of complexity will be further discussed
· FFS: other metrics

	Agreement in RAN#123
…………………………………………….. omitted……………………………….……………
Note: For any comparison among 5G BG and BG(s)/PCM(s) proposed by companies, the BLER performance is compared at least under the same CB size.
Note: all evaluation assumptions above are for simulation only and have no implication on the final design of BG(s)/PCM(s).
For candidate comparison, both performance and complexity should be considered. 
The comparison of BLER performance is under the same computation complexity,
· Computation complexity is defined as (the number of iteration times for required BLER) *(the number of ones in the lifted parity check matrix)/ (CB size)



The study of LDPC extension is to provide an acceptable performance/complexity trade-off for high data rate. Several companies proposed to consider other metrics in addition to BLER performance and computation complexity. Companies’ views are summarized as below.
Area efficiency: 14 sources (Huawei, CATT, Spark NZ, ZTE, vivo, Samsung, Apple, MediaTek, AccelerComm, Orange, Vodafone, SJTU, NERC-DTV, Jio Platforms) discussed the evaluation methodology for chip area or area efficiency to compare solutions targeting high data. 
Huawei
 ;
 ;
；
Where: 
· K the coded block size (information bits)
·  is the operating frequency
·  is the decoding latency for one code block
·  is the number of decoders
·  is the maximum number of iterations
·  is the decoding time per iteration
·  is the number of ‘1’ in the LDPC lifted parity-check matrix
·  is the number of edges that can be processed in parallel
·  is the number of rows in the LDPC base graph
·  is the number of orthogonal rows processed in parallel
·  is the waiting time to process a previous row before starting a new row
· M is the number of check nodes
· N is the number of variable nodes
·  is the number of QSNs.

CATT:

where z denotes the lifting size.

Spark NZ: Area efficiency (AE) is defined as decoding throughput/chip area

ZTE:
· AE = Throughput∕Chip area, where
·  , and
·  with coefficient  and  to be reported by companies.
 vivo:

where Z is the maximum lifting size, R is the maximum row weight of the LDPC BG at the decoder, V and C are respectively the number of columns and that of rows of the LDPC BG at the decoder; the constants a, b, c, and d depend on implementation and can be reported. We recommend using a=1.8, b=0.2, c=0.1, d=1.4, e=6.6 for the ease of alignment. 

Samsung:

where  denotes the number of columns for information bits in a BG,  is the lifting size,  is the maximum number of decoding iterations,  is decoding cycle per iteration, and  means the number of decoder blocks.
Decoder area can be expressed as = +  where  represents the decoder area,  denotes memory area, and  denotes logic gate area. In general, .
Memory is     where  and  denote the number of variable nodes and check nodes, respectively.  represents the number of information nodes,  indicates the number of variable nodes with a degree greater than 1. ,  and  denote the number of bits for L value, R value and Q value, respectively.
Shift Network: QSN (radix-2)  (2:1 mux) where  is bit-width for shift network unit.
Adopt memory requirements as the primary metric for simplified hardware complexity analysis during the LDPC code evaluation process in RAN1.

Apple: 
The memory complexity is proportional , where  represents the number of check-nodes and  represents the number of variable-nodes in the LDPC code. The processing complexity can be modeled as , where  is a constant  is the decoder parallelism factor. The total complexity is a combination of the memory complexity and the processing complexity

MediaTek:
· Area efficiency =
· Peak data rate evaluation for a decoder operating at maximum frequency   
· 
·  is the number of iterations to decode an MCS=X CB to achieve target BLER at reference SNR 
·  is number of decoding cycles per iteration to decoder an MCS=X CB 
· Chip area=logic area + storage area
· Logic area: ×M+ 33.5Z×M+ 5×(Z×2.5+Z×0.75)
· Storage area:  8+r +(r-1)(e + 
· M=number of block processed in layer block decoder
· Z: max lifting size
· c: number of columns in BG
· r: number of rows in BG
· e: number of edges in BG

AccelerComm, Orange, Vodafone: Chip area comprises two parts, RAM and logic, where the latter comprises flip-flops, gates, look-up tables, etc.

Average iteration times: Nokia
Computation complexity:
vivo: Computation complexity is defined as (the number of iteration times for required BLER) *(the number of ones in the lifted parity check matrix)/ (CB size), where size of the lifted parity check matrix is up rounded to be the multiples of the used lifting size.

Energy efficiency (EE)
Spark NZ: Energy efficiency (EE) - defined as Power/throughput

Total decoding cycles per CB
MediaTek:
Consider  as the estimation of total decoding cycles per CB
· : decoding cycle per iteration
·  can be approximated by , where e is the number of edge in a BG and M is the number of edges available to be processed simultaneously, if any, e’ is decoding latency overhead from insufficient row independency in the layer decoding   
· : number of iterations to achieve target BLER at reference SNRs
· Target BLER: 0.01, 0.0001
· Reference SNRs: The required SNRs where BG1 achieves target BLER under Layer BP with {20,10} iterations 

To ensure BLER performance is acceptable for all MCS, consider the following metric to facilitate peak data rate evaluation for a decoder operating at maximum frequency   
· 
·  is the number of iterations to decode an MCS=X CB to achieve target BLER at reference SNR 
 is number of decoding cycles per iteration to decoder an MCS=X CB

Throughput
NTT DOCOMO

c is the number of decoders or blocks to be processed simultaneously
 is the number of information columns in LDPC BG,
 is the lifting size,
 is the number of iterations,
 is the number of decoding cycles per iteration.

Qualcomm

Here,  and  denotes the number of information columns in the base graph for NR and new LDPC codes, respectively.

Comparison methodology
Huawei: Improved BLER performance under same complexity within the target code rates range. Furthermore, LDPC extensions capable of faster convergence, e.g., within 10 iterations, higher code rate than 0.95, 256QAM and 1024QAM, should be evaluated. And the decoding algorithm baseline is min-sum.  
ZTE:
· Complexity reduction with same/comparable performance under the reference iteration times (e.g.,8).
· SNR performance gain with the same computation complexity,
· Area efficiency improvement with same normalized iteration times (same/comparable performance).
· Higher code rate than 948/1024 should be evaluated considering the resource collision between PDSCH/PUSCH and other signals.

vivo:
If a new BG is introduced, it is desirable to consider less than 10 iterations, which enables to improve the throughput without increasing the computational complexity compared to the BG1.

MediaTek:
To facilitate the analysis of performance and computation complexity, computation complexity is compared at given reference SNRs among new BG designs
· Reference SNRs are defined as the required SNRs for 5G BG1 to achieve the target BLER at 20 iterations and at 10 iterations 

CSCN:
To achieve optimal performance with maximum number of iterations ≤8, the new BG for high throughput scenarios should not use puncturing.

Discussion
As BLER performance and computation complexity may be insufficient to compare different solutions, companies proposed to use area efficiency as an additional metric when evaluating the performance/complexity tradeoff in the 6G LDPC study. 
For a typical min-sum decoder, the decoder needs to store/update LLR, the minimum, second minimum, and the indices. Based on companies’ input, FL observes that even the detailed models of area efficiency are different, the commonality is that the chip area is dominated by memory area and logic area, both of which are related to LDPC BG parameters. The details are summarized in Table 3.1-1, where M is the number of check nodes, N is the number of variable nodes, Z is the maximum lifting size. 
Table 3.1-1 LDPC decoder chip area
	Memory area
	Logic area

	
	Adders/comparators area
	2:1 multiplexer of QSN/barrel shift

	M, N
	Z
	



Therefore, for single block parallel LDPC coder, the chip area can be modeled as 

Considering different companies may have different implementations, the coefficients a, b, c, d can be reported by companies.
To sum up, , wherein , M is the number of check nodes, N is the number of variable nodes, Z is the maximum lifting size.
Furthermore, companies are encouraged to discuss other metrics. However, given the status, FL does not plan to discuss these topics in this meeting.
Round 1
Proposal 3.1-1-v1
Proposal 3.1-1-v1: For the study of LDPC extension for data rate beyond NR range with acceptable performance-complexity tradeoff, companies are encouraged to provide the evaluation of area efficiency. 
,
wherein , M is the number of check nodes in the lifted parity check matrix, N is the number of variable nodes in the lifted parity check matrix, Z is the maximum lifting size, the coefficients a, b, c, d are reported by companies.

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	Memory area depends on number of variable nodes and number of edges in the lifted parity cbeck matrix, rather than on number of variable nodes and number of check nodes. Logic area depends on parallelism, rather than lifting size. Parallelism has two parts: number of check nodes processed at a time and number of blocks (1s in the BG) processed at a time.

	Fujitsu
	Not support. 
The hardware sharing is not considered in the proposal. In our understanding, at least for block parallel decoder, most of hardware can be shared between 5G BG1/BG2 and newly designed BG. If supported code rates are not too low, e.g., CR_min = 2/3, and lifting size <=384, the hardware (e.g., memory, shifting network) used for 5G BG1 may be enough for newly designed QC LDPC code. In this case, how do we count chip area? Should it be 0 in the formula above?


	vivo
	Generally agree with the simplified formulation for chip area estimation. Given that there is no definition of Throughput, we suggest to only agree with the chip area formula, or clarify the throughput formula clearly. Another way forward is to only define the per information bit chip area overheads, i.e., expressed from per Kb perspective, which is consistent with the computational complexity that we already agreed on.

	Apple
	We do not agree with this because it is subjective and depends on the coefficients which can vary widely between companies. As such, the formula would not give uniform results that could be used for direct comparisons. Furthermore, the chip area also depends on LDPC code density, routing complexity, pipelining overhead due to stalls to resolve dependencies, overhead due to concurrent processing (multiple column or row processing), and other architecture-specific details. Finally, area efficiency numbers are highly dependent on a particular semiconductor node technology, which is beyond the scope of this discussion.

	NTT DOCOMO
	At present, it is not clear to us that there is a need to examine area efficiency or chip area in such detail. The definition of chip area uses weighting coefficients a, b, c, and d for each factor, but depending on how these coefficients are set, the resulting chip area and area efficiency values may vary significantly, raising the possibility that they may not function well as useful metrics.
From our perspective, it would be sufficient if we can consider an LDPC code design that can operate by reusing existing NR equipment, or one that ensures the processing units for the new BG and BG1/2 do not become independent. From such a viewpoint, we currently do not see the necessity for this level of detailed analysis.

	MTK
	Support to capture the Area efficiency model, which is essential to show/compare 6G benefits from 5G design. The details of Tput and Area can be further discussed. The main motivation for such area efficiency model is to compare designs from high level implementing complexity point of view, for example, comparing the designs with CB size=8448 and designs with CB size=8448*2. 


	Samsung
	Chip area is entirely an implementation-related issue. If observation is deemed necessary, my suggestion is as follows.
A definition of throughput should also be included, as follows.

where  denotes the number of columns for information bits in a BG,  is the lifting size,  is the maximum number of decoding iterations,  is decoding cycle per iteration, and  means the number of decoder blocks. 
In addition, the chip area can be updated slightly as follows: , where M is the number of check nodes in the lifted parity check matrix, N is the number of variable nodes in the lifted parity check matrix, Z is the maximum lifting size, K is the number of information bits and  is the number of parity bits with degree larger than 1. The coefficients a, b, c, d, f are to be reported by companies.

	ZTE, Sanechips
	We support this proposal. From our perspective, the motivation of 6G LDPC code is high throughput, so that the throughput metric is critical metric for evaluating 6G LDPC code. When considering throughput metric, we should also avoid large hardware complexity as we agreed for BLER performance. To this end, we think area efficiency is a better metric for evaluating whether throughput can be increased in a hardware friendly way based on different BG design.
· For the definition of Chip area, according to our contribution [R1-2600454], we have following understanding for the coefficients:
· Memory: For min-sum algorithm, minimum value, second minimum value and corresponding index of the minimum value should be saved for check node update for each row. Hence, the required memory for check node update is 3M, (i.e., a = 3). And the LLRs should also be saved for external information for check node update in next row. Therefore, the required memory for V2C update is N (i.e., b = 1).
· Processing unit: for normalized min-sum algorithm, there are two adders for external information calculation (LLR update), while for CNU, it needs two comparers for first min and second min. And for normalization, multiplying the normalized factor for both first min and second min, which can be achieved by two shifters. Considering comparers and shifters are similar with adders. The factor of third component can be 6 (i.e., c = 6) for one decoder.
· MUX 2-1 circuits of shifting network: For one decoder, there would be Z-length input for barrier shift network, where the level of barrier shift network is logZ, so that the MUX 2-1 circuits of shifting network is related to Z*logZ. 
And the weight of memory, processing unit, and MUX 2-1 in chip area can be reported by companies.



Round 2
Proposal 3.1-1-v2:
Based on the offline discussion, the proposal is revised as below. And the agreements on area efficiency agreed in 5G can be found in appendix for information.
Proposal 3.1-1-v2: For the study of LDPC extension beyond NR range, companies are encouraged to provide the evaluation methodology and results of area efficiency. 
Please provide your comments as below.
	Company
	Comments

	Fujitsu
	The situation now is completely different from 5G because we need to design new BG on the top of 5G BG1/BG2. We suggest firstly aligning EVM, especially for the relationship of logic/memory/QSN etc. among BGs. Otherwise, the results of area efficiency provided by companies with different assumptions (e.g., independent memory/logic/QSN vs shared memory/logic/QSN among BGs) cannot been converged.

	Jio Platforms
	We support encouraging area-efficiency reporting in addition to the common computation-complexity metric. However, area efficiency is highly implementation-dependent (e.g., technology node, message precision/quantization, memory architecture, schedule, early-termination, and multi-instance sharing). For meaningful comparison, we suggest each company clearly state these key assumptions and report (i) throughput at the target BLER(s), (ii) area (or normalized area), and optionally (iii) energy/bit, rather than only a single scalar.

	CSCN
	We agree to collect the chip area calculation methods submitted by companies; however, the substantive discussion on this matter should take place only after it is confirmed that the new BG does not require hardware compatibility with BG1.

	Nokia
	Area efficiency is an important metric that should be considered in the discussion/comparison. The above proposal is not enough to acknowledge the importance of this metric, which may end up that companies may not provide or the results can’t be compared. We suggest firstly agreeing that companies provide area efficiency evaluation (similar to what we agreed for BLER and computational complexity). Then details on how to align the metric can be further FFS, for companies to have time to think a bit more and comeback in next meeting. If the FFS can’t be resolved, it still fall back to the case that each company will report, but at least RAN1 should acknowledge the importance of this metric.



Proposal 3.1-2-v1:
In RAN1#123 meeting, the agreed metrics includes BLER performance and complexity reduction. And how to compare the BLER/complexity performance needs further discussion. As shown in the following figures from R1-2600454, three metrics, such complexity reduction, SNR gain, the area efficiency improvement (if agreed) can be considered. Meanwhile, the reference point can be further discussed.
 [image: ]1) Complexity reduction
2) SNR gain


Proposal 3.1-2-v1: For the comparison between 5G BG1/, the following metrics are considered
· Complexity difference with same/comparable performance under the reference iteration times.
· SNR performance difference with the same computation complexity,
· Area efficiency (if agreed) difference with same/comparable performance under the reference iteration times
· The reference iteration time is for 5G BG1.
· FFS: the values reference iteration times

Please provide your comments as below.
	Company
	Comments

	Fujitsu
	Generally fine with the proposal. Since we have the reliability requirement, the error-floor performance also needs to be considered.

	Jio Platforms
	We support using (i) SNR difference at the same computation complexity and (ii) complexity difference at reference iteration counts as common comparison metrics, and also supports area-efficiency comparison if agreed. To improve comparability, we suggest fixing reference iteration counts (e.g., a small and a large value) and requiring reporting at BLER targets under the same CB size and the same decoder algorithm family.


	CSCN
	The metrics of 'area efficiency' and 'computational complexity' appear to be somewhat redundant (or correlated). It is suggested to replace one of them with latency. This would allow for a more meaningful comparison by incorporating the impact of parallelism (or row-orthogonality).

	NTT DOCOMO
	This proposal seems to be too restrictive for comparison b/w BG1 and new BG. We need to clarify the scope of this comparison, and that the other aspects shouldn’t be precluded from the discussion on whether to introduce a new BG and/or which candidate BG to be selected as the new BG.

Revision of Proposal 3.1-2-v1: For the comparison of the BLER/complexity performance between 5G BG1/, the following metrics are considered
· Complexity difference with same/comparable performance under the reference iteration times.
· SNR performance difference with the same computation complexity,
· [Area efficiency (if agreed) difference with same/comparable performance under the reference iteration times
· The reference iteration time is for 5G BG1.
· FFS: the values reference iteration times]
(Note) Other metrics and aspects are not precluded from the discussion on whether to introduce a new BG and/or which candidate BG to be selected as the new BG

	Nokia
	It seems the main bullet is incomplete, i.e., the red text below seems to be missing:
“For the comparison between 5G BG1 vs. the design of potential LDPC extension beyond NR range, …”? Is that a correct understanding?

	Samsung
	In general, SNR gain and complexity reduction should be observed based on computation complexity and BLER performance.

	LGE
	Considering the decoder re-use with BG1, it is not clear to make analysis on area efficiency. 



3.2 Data channel coding scheme
Summary of observations/proposals
	Nokia
	Therefore, the distinction between “data rate within NR range” and “data rate beyond NR range” can be achieved by using the maximum TBS in 5G NR. To facilitate the discussion on the data rate beyond NR range for the study of LDPC extension that was agreed in the WA in RAN1#122bis, RAN1 can consider discussing the maximum TBS where the study of LDPC extension may apply.
Proposal 1: To facilitate the discussion on the data rate beyond NR range for the study of LDPC extension, RAN1 to consider discussing the max TBS supported in 5G NR Rel-15 per carrier.
Proposal 2: For LDPC extensions beyond 5G NR data rate range, in case an additional BG is studied, it should keep the same design principles as for 5G BGs, i.e. using QC-LDPC with dual-diagonal structure and sub-matrices construction as per 5G design principle.
Observation 1: For data rate beyond NR range, reusing BG1 with enhanced puncturing pattern can enhance performance and reduce complexity at low number of iterations, especially when average number of iterations is considered.
Proposal 3. If reducing the MaxIts is a design objective for the study of LDPC extension for very high data rate, RAN1 to consider reusing BG1 with optimized puncturing pattern as one candidate for further study.

	Spreadtrum
	Proposal 1: The LDPC extension should has minimal impact on either software or hardware.
Proposal 2: Implementation based solutions and reduction of the maximum number of iterations should be given priority.

	Huawei
	Observation: For LDPC codes, the single-edge quasi-cyclic (QC) structure is beneficial for hardware commonality between 5G and 6G.
Observation: Regarding BG density (the density/ratio of “1”s in a BG):
· Increasing LDPC BG density increases decoding complexity;
· 5G LDPC BG density is a result of careful consideration on performance-complexity tradeoff;
· Given decoding complexity, increasing BG density will reduce the number of decoding iterations, which results in performance degradation.
Observation: To optimize the density-performance-complexity tradeoff in potential LDPC extension codes, a hybrid row-splitting-and-extension method enables rate-adaptive density optimization while achieving nested codewords.
Observation: For LDPC codes, puncturing can affect (i) code rate, and (ii) the convergence speed and performance.
Observation: Puncturing two columns is advantageous only for high-complexity decoding (with 20 iterations), whereas codes with no puncturing enable fast convergence. Accordingly, the NR scheme adopts the former assuming high decoding complexity.
Observation: LDPC codes with no puncturing (or no puncturing in the information column) can bring notable benefit to enable the hard-decision based recovery of the information bits without invoking the iterative decoder at the receiver, when the channel conditions are favorable.
Proposal: If the necessity of LDPC extension is justified for data rate beyond NR range for high throughput scenarios, the BG with no puncturing in the information column should be considered.
Observation: For LDPC codes, the choice of BG size has impact on the supported code rate range and also the performance. 
Observation: Increasing the number of information columns is beneficial for achieving higher code rates and improving performance.
Proposal: If the necessity of LDPC extension is justified for data rate beyond NR range for high throughput scenarios, the new BG with  should be considered.
Observation: For LDPC codes, the different types of parallelism, i.e., single-block parallel, multi-block parallel, row parallel, and multi-decoder parallel decoding, can affect not only throughput but also hardware implementation. 
Proposal: Do not consider a lifting value larger than 384 for LDPC extension considering the additional area overhead without any performance gain under the same area efficiency.
Observation: On single-edge vs multi-edge QC-LDPC codes:
· Single-edge QC-LDPC refers to "each check node is connected to at most one variable node within one circulant";
· Multi-edge QC-LDPC refers to "some check nodes are connected to more than one variable nodes within one circulant";
· 5G LDPC design adopted the above-mentioned single-edge quasi-cyclic structure due to lower implementation complexity;
· Multi-edge BGs are incompatible with 5G-LDPC decoders.
Proposal: The desired design principles for BG3 are outlined below, if the necessity of LDPC extension is justified for data rate beyond NR range:
· Single-edge quasi-cyclic structure;
· Single nested BG across code rates (i.e., the same Kb), to preserve NR-like flexibility;
· High throughput with low complexity and improved area efficiency, with ;
· Improved BLER performance under same complexity within the target code rates range.
Observation: The hybrid splitting and extension mechanism optimizes the density of LDPC codes within the target code rates for high throughput scenario, thereby improves performance across the target MCS indices rather than a few cases.
Proposal: In high-throughput LDPC design, employ hybrid splitting and extension to match the optimal BG density within the target code rates range for high throughput scenario.
Observation: High-throughput LDPC can reuse the existing low-complexity encoding logic and hardware of NR.
Observation: For LDPC codes, multi-block-parallel (e.g., two blocks with unchanged lifting size Z) decoding achieves 20% higher area efficiency (throughput/area) compared with single-block-parallel (e.g., one block with doubled lifting size 2Z) decoding assuming the same area.
Observation: For LDPC codes, single-block-parallel (e.g., one block with doubled lifting size 2Z) decoding performs worse than multi-block-parallel (e.g., two blocks with lifting size Z) decoding with equally high throughput (area efficiency).
Observation: For LDPC codes, there exists an optimal number of parallel-processing blocks in multi-block-parallel decoding for high throughput.
Observation: 6GR minimum requirements for 6GR downlink peak data rate, i.e., 36Gbps, is achievable by stacking two NR LDPC decoders.
Observation: For LDPC codes, single-block-parallel (e.g., one block with doubled lifting size 2Z) decoding performs worse than multi-block-parallel (e.g., two blocks with lifting size Z) decoding with equally high throughput (area efficiency).
Observation: Regarding lifting sizes:
· 5G LDPC design adopted Zmax=384 as a result of complexity-performance tradeoff consideration;
· Increasing Zmax almost linearly increases decoding complexity and chip area; 
· Increasing Zmax offers no additional benefit over stacking up multiple decoders (as an implementation) from area efficiency perspective.
Proposal: If the necessity of LDPC extension is justified for data rate beyond NR range, study the following techniques for BG3:
· Row splitting for reduced decoding complexity and higher orthogonality/parallelism;
· Hybrid splitting and extension to match optimal BG density;
· Shifting value design for newly-split rows to maintain a single-edge quasi-cyclic structure.

	OPPO
	Observation 1: Increasing lifting size (up to 2*Z for BG1 or 4*Z for BG2) is a simple and solid way to double LDPC throughput and meanwhile to consistently maintain or even improve decoding performance over 5G. 
Observation 2: There exists new LDPC code protograph exhibiting the following
· Better performance at large iterations at cost of slightly higher complexity.
· About 0.2 dB gain over 5G BG1 at iteration 5.
· Better performance-complexity tradeoff than 5G BG1 for high code rate.

	CATT
	Observation 1: The 5G LDPC codes achieve the peak data rate of 20 Gbps under the configuration of 1 decoding core and 5 iterations. Under the configurations of 5 decoding iterations with 2 decoding cores, the target throughput of 36 Gbps can be achieved.
Observation 2: As the lifting size increases, it introduces a marginally higher hardware complexity while offering an improvement in TBLER performance.
Proposal 3: In order to meet higher peak data rate requirements in 6G data channel, the potential enhancement of the LDPC codes in increasing the lifting size larger than 384 could be studied.
Proposal 4: To support an increase in lifting size, there are two options to be considered.
· Option1: Keeping the base matrices of NR LDPC codes unchanged while increasing its lifting size.
· Option2: Decreasing the number of information bits in the base matrices of NR LDPC codes while simultaneously increasing its lifting size.

	CMCC, Southeast University
	Observation 3: Expanding the maximum lifting sizes may lead to proportionally increased circuit gates in the LDPC decoder. Considering the limited chip area, it may not be cost-efficient to improve the peak throughput by significantly expanding the maximum lifting size.
Proposal 3: For the study of LDPC extension to meet a higher throughput requirement for 6GR, the following can be considered but not limited to
· Increased lifting size (but not significantly)
· New BG design including, decoding parallelism optimization, number of iterations reduction, and etc.

	Xiaomi
	Proposal 3: Revise the working assumption on LDPC design target as follows, 
Working Assumption
· Study 6G data channel coding for higher throughput than 5G with acceptable performance-complexity tradeoff for both NW side and UE side, 
· Target peak data rate is assumed to be 1.8 2 times of the target peak data rate defined in TR38.913
Note: The other target throughput is up to company to report.
Note: Applicability of the potential channel code will be further discussed.

	ZTE
	1. Increasing the operating frequency, number of decoders, or number of blocks processed simultaneously in block parallel decoding will increase the complexity, cost and power consumption, which is contradictory to 6G target of energy efficiency.
Observation 3:  Increasing the code block size of LDPC codes increases chip area and chip implementation cost, while reducing area efficiency.
Support code block size = 8448 for 6G LDPC codes.
Observation 4:  Reducing the number of punctured systematic columns improves performance and speeds up convergence. 
Observation 5:  Increasing the number of systematic columns improves performance and accelerates convergence.
To achieve better performance and fast convergence, increase the number of systematic columns and minimize the number of punctured systematic columns (i.e., adopt systematic LDPC codes).
1. For high code rate, reduction in the number of '1' in the base graph can improve decoding throughput to some extent, but the decoding performance may be impacted. 
1. For low code rate, reduction in the number of '1' in the base graph can improve decoding throughput and lower the computational complexity.
Observation 8:  Reducing the number of iterations can yield two benefits: 1) increase the decoding throughput; 2) reduce decoding complexity and power consumption. 
Observation 9:  For 6G, the reduction of the maximum number of iterations of LDPC decoder is the most effective, energy efficient, and economical method to improve the decoding throughput of LDPC codes.
Observation 10:  For 5G LDPC BG1 at rate of 948/1024, reducing the number of iterations from 10 to 5 results in a decrease in SNR performance of about 0.7dB, and reducing the number of iterations from 8 to 4 results in a decrease in SNR performance of about 1.1dB.
Observation 11:  For CBS=8448 and target BLER being 1E-2, the newly designed LDPC code (fast convergence LDPC with edge reduction) provides attractive SNR performance gain with the same computation complexity and complexity reduction with comparable performance under the reference iteration times for high code rates and 8 iterations, which are
· 0.31~0.5dB and 43.6%~46.3% for 1024QAM with code rates higher that 0.9;
· 0.26~0.48dB and 42.5%~46% for 256QAM with code rates higher that 0.9;
· 0.22dB and 41.5% for 64QAM with code rate of 0.853.
Observation 12:  For CBS=8448 and target BLER being 1E-4, the newly designed LDPC code (fast convergence LDPC with edge reduction) provides more attractive SNR performance gain with the same computation complexity and complexity reduction with comparable performance under the reference iteration times for 8 iterations and especially medium code rates, which are
· 0.45dB and 36.9% for 1024QAM and code rate of 0.787;
· 0.11dB and 17.7% for 256QAM and code rate of 0.667;
· 0.11dB and 16.5% for 64QAM with code rate of 0.505. 
Observation 13:  For CBS=8448 and target BLER being 1E-2, the newly designed LDPC code (fast convergence LDPC with edge reduction) provides more attractive area efficiency improvement with same normalized iteration times (same performance). More specifically,
· for 1024QAM and code rate of 0.926, the area efficiency is improved by 418.8%, 89.6% and 70% for 3, 5 and 8 normalized iteration times respectively;
· for 256QAM and code rate of 0.926, the area efficiency is improved by 375.2%, 84% and 66.4% for 3, 5 and 8 normalized iteration times respectively;
· for 64QAM and code rate of 0.926, the area efficiency is improved by 360.7%, 79.8% and 62.3% for 3, 5 and 8 normalized iteration times respectively. 
LDPC code with reduced decoding iterations (fast convergence LDPC with edge reduction) should be studied for 6G.
Observation 14:  With a decoding parallelism of 384, the new LDPC decoder designed for Zmax=192 can also support the decoding of 5G LDPC codes with Zmax=384.
Observation 15:  The increase on chip area is negligible, since the decoder hardware can be shared between LDPC codes with Zmax=384 (5G LDPC) and Zmax=192 (new LDPC). 
To achieve high throughput LDPC decoding with high area efficiency, similar structure as 5G should be adopted for 6G LDPC codes.
For the new LDPC, the following design aspects are suggested
· Larger  than 22 (e.g., 44)
· Max lifting size no larger than 384
· Systematic LDPC code
· BG extension with edge reduction
· Row orthogonality (outside core rows)
· Strive for one BG

	vivo
	Observation 1: The 6G data channel coding should support at least 1.8x peak data rates of NR.
Observation 2: Besides increased data rates, other aspects motivating the data channel extension include improved efficiency and BLER performance.
Proposal 1: The LDPC extension in 6GR should carefully balance throughput, energy-/area-cost, and BLER performance.
Observation 3: BG1 is designed for large iteration number, e.g., larger than 20, at the decoder with punctured columns, and thus can hardly work satisfactorily in low-iteration region.
Observation 4: If a new BG is introduced, it is desirable to consider less than 10 iterations, which enables to improve the throughput without increasing the computational complexity compared to the BG1.
Observation 5: A BG designed for quick convergence may not have punctured columns, which reduces the maximum code rate compared to BG1 if Kb and 4Z parity check bits in the HRC region are same as BG1.
Proposal 4: Consider Kb=44 for the new BG, which makes the maximum code rates same as BG1 without punctured columns if the core parity check matrix (i.e., the B matrix in the BG) is same as BG1.
Observation 6: At the same CBS of 8448, a new BG can potentially have SNR gain at the same complexity over NR BG1 for high code rates, and the gain can reach 2.8dB for MCS=27, but the gain becomes smaller for lower MCS or higher complexity (i.e., more iterations).
Observation 7: At the same CBS of 8448, a new BG can reduce area overheads compared with NR BG1 by up to around 20% with MCS 20, but the gain becomes smaller for larger MCS.
Observation 8: At the same CBS of 8448*2, a new BG can potentially have SNR gain at the same complexity over NR BG1 Option 0 and 1 for high code rates, and the gain can reach 4dB for MCS=27 over Option 0 and 2.5dB over Option 1. The gain of the new BG over Option 0 persists for all complexity region, but the gain over Option 1 is similar to the case with CBS=8K.
Observation 9: Option 1 increases area overheads compared to Option 0, and a new BG can reduce area overheads compared with Option 0, but the gains vary for different MCS.
Observation 10: NR BG1 is the baseline and mandatory for 6GR UE and networks, and it can already support the data rates up to 20Gbps. If any LDPC extension requiring additional implementation complexity is mandatory, it will inevitably introduce unnecessary costs if a UE does not need the data rates beyond NR range.

	LGE
	Observation 1: With the newly designed base graph having the same kernel matrix dimension (4x26) as NR BG1, faster convergence can be achieved for higher code rate.
Observation 2: With the newly designed base graph having the same kernel matrix dimension (4x26) as NR BG1, slight complexity increase may be expected, e.g., 1.3 % to 7.3 %.

	SJTU, NERC-DTV
	Observation 2: While a smaller BG size can theoretically support larger lifting sizes, our evaluation shows that it is not a viable direction for enhancement. Supporting high code rates requires either puncturing or reducing parity rows, both of which lead to significant performance degradation.
Observation 3: Redesigning the LDPC code while maintaining the same BG size as NR BG1 provides only marginal performance gains in the low-iteration regime. The stringent structural constraints of the existing BG size severely limit the design space for achieving the significant improvements in convergence speed required for 6G.
Observation 4: A QC-LDPC code designed based on a larger 4x37 core matrix demonstrates significant advantages over the NR BG1 at the peak code rate for low-iteration decoding. The design achieves performance gains of up to 0.4 dB at a BLER of 1e-4 and exhibits faster convergence, with its 5-iteration performance matching the 8-iteration performance of NR BG1. The code is also shown to be error-floor-free down to a BLER of 1e-5.
Observation 5: The proposed larger BG maintains a consistent performance advantage over NR BG1 even at the lowest supported code rate (R=1/3). This demonstrates that the design's benefits are not confined to the peak rate, ensuring robust performance and good rate compatibility across the entire operational spectrum.
Proposal 1: For the 6G LDPC extension, designing a base graph with a core matrix larger than that of NR BG1 (i.e., > 4x26) should be considered as a primary direction. This approach provides a larger design space, enabling significant performance improvements in the low-iteration regime, particularly at peak code rates. Further study should focus on:
· Optimizing the specific dimensions and structure of the larger BG to achieve the best performance-complexity trade-off across all relevant code rates.
· Conducting a comprehensive evaluation of hardware implementation complexity, including area efficiency and power consumption, to ensure the proposed design meets the stringent efficiency requirements of 6G.
Observation 6: Modifying the BG to improve mid-rate performance can be achieved, but it may lead to a trade-off where the performance gains at peak and low code rates are diminished. Furthermore, such modifications can potentially introduce error floors at lower BLER levels.
Proposal 2: Further study is required to find an optimal balance in the BG design that maintains strong performance at peak rates essential for high throughput, while also ensuring robust performance and rate compatibility across the full range of code rates without introducing an error floor.

	NEC
	Proposal 1: For 6G LDPC extensions, study larger lifting sizes such as Zc = 512, 768, or 1024 while maintaining the Quasi-Cyclic (QC-LDPC) framework to allow for the maximum reuse of mature 5G decoder architectures.
Proposal 2: Support to study the enhancements to LDPC code structures or parameters to improve performance at shorter block lengths relevant to 6G use cases.
Observation 5: Leveraging the "reuse of NR design within the NR range" principle allows 6G terminals to achieve target peak data rates through hardware scaling (e.g., increased lifting sizes) rather than complete architectural redesign, optimizing silicon efficiency.
Proposal 6: 6G channel coding designs should prioritize hardware scalability and NR-friendly structures to ensure a single, flexible decoder architecture can efficiently handle both 5G legacy and 6G ultra-high-throughput operations.
Proposal 7: Support to consider joint enhancement aspects across LDPC and Polar coding schemes, including harmonized evaluation methodologies, shared implementation considerations, and coexistence with HARQ mechanisms.

	Samsung
	Observation 1: Increased Peak Spectral Efficiency (SE) and evolving cell throughput requirements, as agreed in RAN #109, necessitate the evolution of channel coding beyond the legacy NR LDPC framework.
Observation 2: As data rates scale, the power consumption becomes a critical bottleneck in terminal design. Enhancing energy efficiency is essential to ensure sustainable performance within stringent UE power budgets.
Observation 3: Modern modem silicon area is a premium resource. 6GR LDPC codes can provide optimized area efficiency, delivering higher throughput per unit area and improving the overall performance-complexity trade-off.
Observation 4: In extreme connection density scenarios, the coding efficiency of individual terminals directly impacts overall network capacity and resource utilization efficiency.
Proposal 1: Introduce 6GR LDPC codes to provide superior energy and area efficiency compared to legacy NR, addressing the hardware and power constraints of next-generation terminals.
Observation 5: The agreement from RAN1 #122bis regarding "data rates within NR range" should be interpreted as practical maximum data rates in evolving deployments, rather than being strictly confined by legacy theoretical limits.
Observation 6: NR LDPC efficiency significantly degrades when approaching the upper bounds of the supported data rate range, leading to excessive power consumption and hardware resource strain.
Observation 7: 6GR LDPC codes offer superior operational efficiency compared to legacy NR LDPC, even when operating within the traditional NR data rate range.
Proposal 2: Adopt 6GR LDPC not only for rates exceeding NR but also as a high-efficiency alternative to optimize system performance and energy consumption within existing NR data rate ranges.
Observation 8: If 6GR LDPC codes are designed based on the NR LDPC framework (Quasi-Cyclic LDPC structure, Protograph-based Raptor-like LDPC structure), high hardware reusability can be achieved with minimal implementation overhead.
Observation 10: Providing configurability allows operators and vendors the flexibility to select the optimal coding scheme based on specific deployment scenarios and use cases.
Proposal 3: Support configurability for 6GR LDPC codes within NR range to allow coexistence with NR LDPC, serving as a high-performance alternative to maximize system gain and implementation efficiency.
Observation 9: Integrating 6GR LDPC configurability into the specification is highly recommended to fully leverage its proven benefits in area efficiency, energy efficiency, and throughput.
Observation 11: Key design considerations for advanced LDPC codes include fast convergence, improved error-correction performance, and high-parallelism architectures. 
Proposal 5: Study the following criteria to achieve higher decoder throughput: fast convergence, improved block error ratio (BLER) performance, and facilitation of high-parallelism hardware architectures.
Observation 13: A Quasi-Row Orthogonal (QRO) design, where multiple rows do not have non-zero elements in the same column, supports rate compatibility via puncturing while maintaining low implementation complexity. 
Proposal 7: Consider a Quasi-Row Orthogonal (QRO) design to support rate compatibility based on puncturing while maintaining consistent hardware complexity. 
Observation 14: The submatrix B corresponding to the first parity part in NR LDPC matrices contains Z cycles of length 8 in its Tanner graph, regardless of the lifting size Z. 
Proposal 8: To support stable performance of 6GR LDPC codes, conduct a study to identify () pairs that correspond to Tanner graphs with a girth much larger than 8, while maintaining acceptable complexity of the -matrix, as an improvement over the 5G NR structure.  
Observation 15: The proposed QO-BG outperforms legacy NR LDPC by providing superior SNR efficiency at a fraction of the computational complexity, particularly in high-throughput, low-iteration scenarios.
Proposal 9: Adopt the QO-BG architecture for 6GR data channels to leverage its fast convergence and superior performance-complexity trade-off, ensuring hardware-efficient, ultra-high throughput operation.

	NVIDIA
	Observation 1: LDPC throughput scaling that is easiest to realize in practice often comes from limiting the number of layered iterations and maximizing parallel processing.
Observation 2: Increasing the number of decoders  and/or operating frequency  to achieve higher throughput is an implementation choice, but it may not be desirable as the primary mechanism for throughput scaling due to cost and energy efficiency issues.
Observation 3: 5G NR BG1 and BG2 can suffer notable BLER loss when number of iterations are reduced aggressively.
Proposal 1: “Fast convergence” should be a key requirement for 6G LDPC design: a new base graph (e.g., BG3) is valuable to the extent it enables acceptable BLER performance at small iteration budgets.
Proposal 2: The row structure of the new base graph, BG3, should be arranged such that multiple check-node (CN) row blocks can be processed in parallel under layered decoding, e.g., by making those rows not share variable nodes (VNs) within the same scheduling group.
Proposal 3: Larger lifting sizes that are multiples of 32 should be considered in conjunction with the new base graph, BG3, that reduces the effective density of the lifted parity-check matrix, i.e., the number of non-zero entries (“1’s”) and the corresponding edge count.
Proposal 4: Study the impact of limiting check-node (CN) degrees in the new base graph, BG3.
Proposal 5: Study the impact of reducing the number of punctured nodes (including no puncturing) in the new base graph, BG3.

	Apple
	Observation 12: There is a performance trade-off between the low-iteration regime and the high-iteration regime. That is, LDPC codes optimized for high-iterations may not show the optimal low-iteration performance, and vice-versa. But nevertheless, it is possible to construct LDPC codes that outperform 5G NR codes significantly (>0.5dB) in the low-iteration regime, while simultaneously achieving similar high-iteration performance.
Observation 13: We emphasize that we are not proposing to standardize five base graphs simultaneously. Rather, since the LDPC codes BG3, BG4, BG5, BG6, and BG7 each offer advantages in different operating regimes, our intent is to carefully analyze and compare the trade-offs associated with each code.
Proposition 8: It is proposed to consider the LDPC code defined by base graph BG3 with Z = 192 in scenarios where robust SNR thresholds across the full iteration range (from as few as 5 iterations up to 20 iterations) are important compared to 5G-NR, and where the reduced decoder parallelism associated with Z = 192 is acceptable. 

Proposition 9: It is proposed to consider the LDPC code defined by base graph BG4 with Z = 256 (Option-1) in scenarios where robust SNR thresholds across the full iteration range (from 5 to 20 iterations) are important compared to 5G-NR, and where moderate decoder parallelism associated with Z = 256 (as opposed to Z = 384) is acceptable. 

Proposition 10: It is proposed to consider the LDPC code defined by base graph BG5 with Z = 256 (Option-2) in scenarios where performance in the low-iteration regime (up to 8 iterations) is the primary objective compared to 5G-NR, and where moderate decoder parallelism associated with Z = 256 (as opposed to Z = 384) is acceptable. 

Proposition 11: It is proposed to consider the LDPC code defined by base graph BG6 with Z = 384 (Option-1) in scenarios where robust SNR thresholds across the full iteration range (from 5 to 20 iterations) are important compared to 5G-NR, and where smaller SNR gains in the low-iteration regime are acceptable. 
Proposition 12: It is proposed to consider the LDPC code defined by base graph BG7 with Z = 384 (Option-2) in scenarios where the use of two base graphs targeting different code regions is acceptable compared to 5G-NR, and where robust SNR thresholds across the full iteration range (from 5 to 20 iterations) are important.

	Fujitsu
	Proposal 1: 
· For 6G LDPC code extension, the following directions can be considered for higher throughput with acceptable performance-complexity tradeoff:
· Direction 1: improve parallelism
· Direction 2: improve decoding convergence speed/efficiency
Proposal 2:
· To support 6GR data rates for all CRs (including peak data rate), 5G BG1 can be reused with double maximum LS.
Observation 1:
· In addition to achieve double throughput, reusing 5G BG1 with double LS can obtain SNR gains of 0~0.3dB at the TBLER of .
Observation 2:
· Compared with 5G BG1 with legacy LS, 5G BG1 with double LS can achieve slightly better performance-complexity tradeoffs.
Observation 3:
· It is feasible to design a BG with better row-orthogonality, and the error floor of this BG can be below 1e-5 at least.
Observation 4:
· Compared with 5G BG1, in addition to achieving a higher throughput, the proposed BG-A with better row-orthogonality can obtain SNR gains of 0.3~0.5dB at the TBLER of .
Observation 5:
· Compared with 5G BG1, the proposed BG-A with better row-orthogonality can achieve better performance-complexity tradeoffs.
Observation 6: 
· For 5G BG1 decoding, two punctured VNs have significant impacts on slowing convergency speed at high CRs but less/no impacts at mediate/low CRs as their degrees increase.
Observation 7:
· For 5G BG1 decoding at high CRs, the convergence speed can be improved by reducing the number of punctured VNs or increasing the degree of punctured VNs.
· For 5G BG1 decoding at mediate/low CRs, the room to achieve faster convergency speed is quite limited.
Observation 8:
· It is feasible to design a BG without default punctured VNs and the error floor of this BG can be below 1e-5 at least.
Observation 9:
· Compared with 5G BG1, the proposed BG-B without default punctured VNs can only obtain SNR gains of -0.7~0.4dB at the TBLER of .
· For large TBS and high MCS index, the proposed BG-B outperforms 5G BG1.
Observation 10:
· Compared with 5G BG1, the proposed BG-B without default punctured VNs can achieve slightly better performance-complexity tradeoffs for high CRs and high MCS index.
Proposal 3:
· For LDPC extension for higher throughput with acceptable performance-complexity tradeoffs, RAN1 considers introducing a larger BG with better row orthogonality, e.g., the proposed BG-A.

	Ericsson
	Confirm the working assumptions from RAN1#122bis, i.e. 
a. For 6G LDPC, for data rate within NR range, reuse of NR LDPC design is supported.
b. For 6G Polar code, for control information within NR range (larger than 11 bits), reuse of NR Polar code design is supported.
The peak data rate target for 6GR agreed in RAN is 1.8x times the 5G target peak data rate.
Data channel coding discussion can proceed with the assumed target peak data rate from RAN1#122b. 
The baseline for study of LDPC extensions for data rate beyond NR range (i.e. >20 Gbps) should be use of NR LDPC code as is (e.g. use of multiple parallel NR decoders to achieve higher peak data rate target).   
Maximum lifting size in study of LDPC code extensions for higher peak data rate should not be excessively large compared to 384, i.e. it should be less than or equal to [768].   
For the study of LDPC code extensions for higher peak data rate, 
a. BG3 offers gains of 0 dB, 0.25 dB, 0.5 dB, 0.1 dB over BG1 at rates (8,682.5/1024), (8, 797/1024), (8, 885/1024), (8, 948/1024), respectively, at ten decoding iterations and comparable computation complexity, for target CB-BLER of 1E-4,
b. BG3 has similar performance as BG1 at rates (8,682.5/1024), (8, 797/1024), (8, 885/1024), (8, 948/1024), at ten decoding iterations and comparable computation complexity, for target CB-BLER of 1E-2,  
c. at comparable computation complexity, BG3 can offer similar or improved performance over BG1.
d. The number of code blocks for anticipated TB size for BG3 usage is in the range of 200~750, i.e. TBS size exceeding 1.5M bits.
For the study of LDPC code extensions for higher peak data rate, following can be considered as an option for base graph 3 (BG3)
c. BG3 with 14 rows x 36 columns, and 2-column NR-like puncturing with lifting size 384
New BG3 (if introduced) usage is configurable/under gNB control and is allowed for the case when the UE peak data rate is > 20 Gbps.
New BG3 (if introduced) is used for scheduling a transport block on a carrier when the TB size of the TB exceeds a TB size threshold of 1.5 Mbits.


	Intel
	Proposal 1: For LDPC extension beyond NR data rate, continue to have the following properties in code structure as in NR LDPC:
· Quasi-cyclic structure
· Double-diagonal structure in the first  rows of core parity columns of BG, in which the value  is up to further discussion. 
· Orthogonality between adjacent rows in the extended check rows.
· Identity submatrix in the extended parity check region. 
· Lift size is a multiplication of 2, i.e., 
Observation 1: If LDPC extension is based on lift size increase, using a lift size of 768 alone is sufficient to support data rates beyond the NR range. 
Observation 2: The criterion on when to apply LDPC extensions needs to be discussed.
Proposal 2: Use following schemes for data rates beyond NR range with Scheme 1 as the primary option and Scheme 2 as an optional alternative.
· Scheme 1: Increase the number of parallelly processed CBs. Reuse NR LDPC BGs and PCMs as is. 
· Scheme 2: Develop a new PCM for lift size 768 using NR LDPC BG1 or a subgraph derived from BG1.
Proposal 3: Define a TBS threshold, above which LDPC extension for data rate beyond NR range can be applied. 

	MediaTek
	Observation 2: dB level BLER performance degradation is observed when reducing decoding iteration  from 20 to 5 for 4X peak data rate gain.
Observation 3: Increasing maximum lifting size Z and/or reducing decoding cycles per decoding iteration   from current 5G design provides potential Tput enhancements.
Observation 4: Reducing decoding cycles per decoding iteration from current 5G design provides potential decoding latency benefit.
Observation 5: Dual diagonal structure and Raptor code structures introduced in 5G QC-LDPC code can be leveraged in 6G QC-LDPC code design to achieve encoding latency reduction.  
Proposal: For 6G QC-LDPC code design, adopt the same maximum code block size as 5G design. 
Proposal: To improve better area efficiency than 5G BG1, study following design aspects of QC-LDPC with acceptable error correction performance and implementation complexity trade-off
· Reduced number of iterations
· Reduced BG edges 
· Parallelism structure
· BG size adaptation for different code rates 
· Combination of above aspects

	ETRI, ESA, Thales
	Observation 1: The designed new base graph (BG3) shows noticeable performance gain of around 0.1 ~ 0.2 dB at BLER = 10-2 compared to the existing 5G NR BG1 when the maximum number of decoding iterations is 5.
Observation 2: The designed new base graph (BG3) achieves approximated a 14% reduction in decoding complexity compared to 5G NR BG1, as measured by edge density.
Observation 3: Whereas new base graphs for higher peak data rates generally provide a performance gain over 5G NR BG1 at low iteration counts, the gain tends to decrease as the maximum number of decoding iterations increases.
Observation 4: The error floor behaviors observed in BG2 can be alleviated through optimization of the shift values defining LDPC structure. 
Proposal 1. RAN1 to study enhancements to LDPC BG2 to mitigate/eliminate error floor behaviors observed in 5G NR. The following approaches can be considered:
· Updates to BG2, including shift values optimization.
· Introduce a new BG ensuring the absence of error floors
Observation 5: By updating BG2 of NR (e.g., optimization of shortening and puncturing), BLER performance of lower code rate can be improved at low error rates.
Proposal 2. RAN1 to study low code rate enhancements for high-reliability applications (e.g., NTN, HRLLC). The following approaches can be considered:
· Updates to BG2, including optimized shortening and puncturing patterns, as well as additional shift values
· Introduce a new base graph supporting low code rates

	AccelerComm, Orange, Vodafone
	Observation 3: A 5G NR LDPC decoder is capable of achieving a throughput of 36 Gbps.
Observation 4: The question is not whether a new LDPC code design is needed to achieve a throughput of 36 Gbps. The question is whether a new LDPC code design could achieve 36 Gbps with a significantly lower chip area than the 5G NR LDPC code.
Observation 5: Increasing the parallelism P of an LDPC decoder implementation only achieves a proportionally increased peak throughput if the maximum lifting size Zmax is also increased proportionately. 
Observation 6: Increasing the parallelism P and maximum lifting size Zmax of an LDPC decoder by the same proportion will also increase its chip area by that proportion. 
Observation 7: The same increase in peak throughput and chip area can be achieved by simply using a proportionately increased number of instances C of the baseline LDPC decoder implementation.
Observation 8: The 6GR peak throughput requirement of 36 Gbps can be met by C=1 instance of a 5G NR LDPC decoder using a row-parallel architecture and Zmax=384.
Observation 9: Increasing the maximum lifting size Zmax enables support for longer information block lengths K, where improved BLER performance is achieved.
Observation 10: At information block lengths within the range supported by the baseline maximum lifting size of Zmax=384, multiple instances of a baseline LDPC decoder implementation achieves a significantly higher throughput than a single instance of an LDPC decoder implementation having a proportionately increased Zmax and parallelism P.
Observation 11: Multiple instances of a baseline 5G NR LDPC decoder can achieve the 6GR throughput requirement of 36 Gbps, with reasonable and proportionate increase in chip area.
Proposal 1: Do not increase the maximum lifting size of the 5G NR LDPC code above Zmax=384, unless this is deemed to be necessary for achieving BLER performance improvement. 
Observation 12: The addition of support for a new BG3 to a 5G NR LDPC decoder will increase the RAM area if BG3 has more rows, more columns, more edges or uses a greater Zmax than BG1.
Observation 13: The region of peak rate higher than 20 Gbit/s is mainly foreseen for Fixed Wireless Access (FWA). Since FWA Consumer Premises Equipment (CPE) have less constraints in terms of form factor and energy supply, optimizing LDPC code design to achieve 36 Gbps with reduced chip area is not crucial.
Observation 14: If BG3 is only used for limited ranges of coding rates, code block sizes and data rates, then any additional chip area introduced by BG3 represents wastage when processing code blocks outside these ranges. 
Proposal 2: Limit the number of rows, columns, edges and Zmax used by BG3, such that they do not exceed those of BG1.
Proposal 3: Any increase in LDPC decoder chip area owing to the addition of support for a new BG3 should be considered critically, in light of the limited use cases in which it will be applicable.

	C-DOT
	Observation 1: 
i. The present extension results in girth of 6 for all new lifting sizes. 
ii. The compute complexity for CB size of 16896 (obtained using the definition agreed) is observed to be 71.8 for number of iterations N = 5 and scales accordingly for other values of N.
iii. Reverse decoder is observed to perform marginally better for certain values of (Qm, R).  The maximum SNR gain offered at BLER of 10-4 is observed to be 0.6 dB.
Proposal 1: 
1. Consider extending BG1 using max lifting factor of Zc=768. The new V(i,j) table can be obtained using equation 1.
2. Reverse layered decoding is offering a performance gain of up to 0.6 dB. Consider Reverse layered decoding for 6GR.

	Lenovo
	Observation 2: Increasing the lifting size values (beyond 384) for BG1 and BG2 could enable higher throughputs at the decoder.
Observation 3: Large lifting sizes coupled with same number of systematic columns induce large code blocks being encoded at the transmitter and decoded at the receiver which could impact energy efficiency, increase memory area and reduce hardware efficiency.
Proposal 2: RAN1 to study the degree of scalability of the lifting size increase.
Proposal 3: Study solutions that balance throughput and energy efficiency/processing complexity.
Observation 4: Reducing the number of decoding iterations can enable higher decoding throughput, and lower decoding power consumption. The power-saving benefit also applies in scenarios with legacy data rates.
Observation 5: Reducing the number of iterations without simultaneously rethinking the BG design can impact BLER performance and consequently other metrics such as spectral efficiency and latency.
Observation 6: Jointly considering larger lifting sizes and smaller number of decoding iterations could enable higher decoding throughput but at the expense of BLER performance and energy efficiency.
Observation 7: In a Tanner graph, edges connect variable and check nodes, influencing both decoding complexity and code performance. Reducing the number of edges lowers computational cost and increases throughput but may increase error rates and short cycles if the graph becomes excessively sparse.
Observation 7: Current LDPC BG1 and BG2 designs may not be well adapted to address some 6G KPIs and use cases in terms of throughput and energy-efficiency.
Proposal 4: Analize and study application of new LDPC base graph to different block sizes and coding rates, taking into account existing 5G NR base graphs and their application. 

	Verizon, CMCC, China Telecom, China Unicom, Samsung, ZTE, Sanechips, Apple, Qualcomm, MediaTek, Meta
	Observation 1: To improve performance-complexity tradeoff for 6G use cases, there is a clear driver to design a new 6GR LDPC BG for both uplink and downlink:
Proposal 1: New 6GR BG(s) is supported to enable high data rates, improved energy efficiency, area efficiency, as well as enhanced cell capacity and user experience. 
Proposal 2: The upper bound of NR data rate range is not necessarily the NR peak data rate defined in TR38.913.  The current UE and NW deployment capability can be considered to determine the NR data rate range.
Proposal 3: For data rate beyond NR range, only new 6GR BG(s) is supported. For data rate within NR range, new 6GR BG(s) is considered to be supported, along with NR BGs.
• Further study which NR range to support 6G BG(s), criterion to select between NR BG1 and 6GR BG(s) for data rate within NR range, including based on NW indication.

	NTT DOCOMO
	Proposal 1
· RAN1 to confirm the working assumption
· For 6G LDPC
· Working assumption: For data rate within NR range, reuse of NR LDPC design is supported 
Proposal 2
· RAN1 to confirm the working assumption with revision of the target peak data rate to 1.8 times of the target peak data rate defined in TR38.913, considering the agreement on RAN#110, i.e.,
	Working Assumption [RAN1#122bis]
· Study 6G data channel coding for higher throughput than 5G with acceptable performance-complexity tradeoff for both NW side and UE side, 
· Target peak data rate is assumed to be 2 1.8 times of the target peak data rate defined in TR38.913
Note: The other target throughput is up to company to report.
Note: Applicability of the potential channel code will be further discussed.



Proposal 3
RAN1 to discuss whether 1.8 times processing speed improvement per CB is confirmed as the performance target for the target peak data rate
Observation 1
· Interpretation of “NR range” and “6GR range” for LDPC study would be linked to how to determine which LDPC coding scheme is applied.
Proposal 4
· For clarification of “NR range” and “6GR range”, RAN1 shall study potential options for the determination method between NR LDPC and 6GR LDPC
· Option 1: Coding scheme determination according to the instantaneous total data rate
· Option 2: Coding scheme determination independent of the instantaneous total data rate
· Option 2-1: Pre-configuring the LDPC coding scheme via higher-layer signaling such as RRC signaling or MAC-CE
· Option 2-2: Determination based on each code block / transport block size and/or coding rate
Proposal 5
· RAN1 to assume that the coding scheme is selected from either 5G LDPC or 6GR LDPC independently of the instantaneous total data rate, and i.e., “6GR range” can overlap with “NR range”.
· FFS: Assumption/operation/setting for UE/BS capability of 6GR LDPC
Proposal 7
· Study the potential methodologies to improve throughput considering complexity and down select
· Implementation-based solution
· Option 1: No extension from NR LDPC code (e.g., more decoders or blocks to be processed simultaneously)
· Larger code block length than 5G (Increasing the numerator of formula)
· Option 2: Increase the maximum lifting size
· Designing suitable BG structure for high throughput (Decreasing the denominator of throughput formula)
· Option 3: Reduce the maximum number of iterations, e.g., fast convergence LDPC code
· Option 4: Optimize parallelism, e.g., improve orthogonality between rows of LDPC BG 
· Option 5: Increase the number of systematic columns
· Option 6: Reduce the number of edges in LDPC BG
· (Note) If RAN1 studies the necessity of base graph for high throughput, RAN1 to study BG selection rule in parallel
Proposal 8
· For down selection from the candidates of LDPC extension for 6GR, RAN1 considers also complexity relevant to implementation aspects (e.g., degree/ease of hardware reusing b/w 5G and 6G) 
Observation 2
· The approach of “no extension from the NR LDPC code” (e.g., processing more decoders or blocks simultaneously) has the following characteristics:
· Sufficient capability to achieve the 6GR target data rate on an implementation basis
· No additional specification impact is required
· Compatibility with existing NR equipment is preserved, which is likely to help equipment reuse during migration
Observation 3
· “A sub‑matrix of BG1 as a new BG” (Sub‑option of Option 6: Reduce the number of edges in the LDPC BG) can be considered as one candidate option, with the following characteristics:
· The number of ones in the lifted parity‑check matrix is reduced to less than half of that of BG1
· For the same number of iterations, the error‑rate performance is almost identical to BG1, no error‑rate performance degradation
· Owing to the design commonality with BG1, which is likely to help encoder/decoder equipment reuse during migration
Proposal 9
· For the study of LDPC extension with acceptable performance-complexity tradeoff, RAN1 shall prioritize the study of following candidate methodologies
· No extension from NR LDPC code (e.g., more decoders or blocks to be processed simultaneously)
· Reduce the number of edges in LDPC BG

	Jio Platforms
	Observation 1: 6G peak data rate scaling and tighter latency/energy constraints make “low-iteration, high-throughput” LDPC decoding a primary bottleneck, in addition to conventional SNR/BLER performance.
Observation 2: The NR QC‑LDPC design range (Zc,max = 384) limits the code block systematic payload (Kb·Zc), which can increase transport-block segmentation overhead and decoding latency for very large payloads. This motivates parallelism-oriented extension directions such as increasing Zc,max and/or introducing a base-graph structure that enables efficient parallel/layered processing.
Proposal 1: RAN1 to include peak-throughput and segmentation/latency considerations when discussing LDPC enhancements for 6GR, in addition to classical BLER curves.
Observation 3: For very large payloads, the number of code blocks per transport block can become a significant contributor to latency, overhead, and implementation cost; hence, code-block size limits (Kb·Zc) are not only a ‘coding’ issue but also a system-level throughput issue.
Proposal 2: RAN1 to study LDPC enhancements jointly across the coding chain (segmentation/CRC, encoding structure, rate matching, and decoding), and to report the impact on the number of code blocks and processing latency for representative 6G peak-rate configurations.
Observation 5: Increasing Zc,max can materially increase decoder area/power due to larger message memory, motivating careful consideration of multi-instance scaling versus Zc,max extension.
Observation 6: Puncturing‑sensitive high‑rate operation can require additional iterations; puncture‑aware initialization and scheduling provide practical decoder‑side knobs to improve the performance‑throughput/energy trade‑off.
Observation 7: Schedule and early termination mechanisms must be assessed together with implementation constraints such as message‑memory bandwidth and bank conflicts.
Observation 8: Punctured variable nodes (LLR = 0 at decoder input), especially punctured information nodes, are a key driver of low-iteration performance loss at high code rates.
Proposal 4: RAN1 to include puncturing-sensitive operating points (high effective rates with systematic puncturing) and low iteration budgets in the 6GR LDPC evaluation set, and to evaluate puncture-aware decoding enhancements alongside baseline decoders. Agreement on puncture-aware decoding methods (e.g., puncture-weighted LLR initialization and/or prioritized processing of punctured layers).
Observation 9: At very low iteration budgets, the decoding schedule (flooding vs layered, and layer ordering within layered decoding) can materially affect the reported BLER, energy, and average iteration count, and hence must be declared for fair comparisons.
Proposal 5: Agreement on baseline decoder schedule and related reporting assumptions (e.g., flooding vs layered, and TTB ordering within layered decoding).
Proposal 6: Agreement on schedule enhancements to accelerate convergence at low iteration budgets (e.g., static ordering / informed scheduling).
Proposal 7: Agreement on stability-based early termination mechanisms that are suitable for punctured and low-iteration operation (e.g., based on message stability across shift-banks or check-syndrome convergence).
Observation 10: Both parallelism-oriented code/implementation extensions (Direction 1) and convergence/iteration-reduction techniques (Direction 2) are relevant for 6GR LDPC, and their trade-offs should be assessed jointly against throughput, latency, and implementation scaling.
Proposal 8: RAN1 to study candidate LDPC extension directions beyond NR (Direction 1 and Direction 2), using aligned evaluation assumptions and complexity reporting as agreed at RAN1#123.
Observation 11: Error-floor robustness and low-code-rate behavior may become significant for 6GR scenarios with very low target error rates; these aspects are not fully captured by BLER=1e‑2 evaluations.
Proposal 9: RAN1 to include low-error-rate targets and error-floor related analysis/mitigation as explicit study items for 6GR LDPC (including potential BG2-related improvements).

	AT&T
	Proposal 1	Discussion on target peak data rates for 6GR is not a RAN WG1 related issue, and it should be discussed in RAN plenary meetings.
Proposal 2	The channel coding study for both data and control channels should focus on improvements in complexity, reliability and migration efficiency with respect to NR incumbent networks.
Proposal 3	Precise characterization of “NR range” notion used in the agreement for channel coding is to be provided in RAN1#123.
Proposal 4	Reuse NR LDPC codes and NR Polar codes for 6GR data channel(s) and 6GR control channel(s), respectively, at least under the same NR conditions on code rate and code block length.
Proposal 5	Proposed enhancements for 6GR channel coding beyond the NR range should only address critical issues related to performance, complexity at both the network side and the device side, as well as consider the potential migration needed from NR to 6GR deployment.
Proposal 6	Confirm the working assumption on supporting the NR LDPC codes for data rates within the NR peak rates of 20 Gbps and 10 Gbps for DL and UL transmissions, respectively.

	Qualcomm 
	Observation 2: Fast converging LDPC may provide 15%~25% energy saving relative to 5G LDPC codes while achieving the same decoding performance for data rate within NR range.  
Observation 3: New LDPC code may provide substantial benefits in implementation and energy efficiency for billions of devices in 6G, at a very small cost on the network side to support an encoder for the new LDPC code.  
Proposal 1: A new LDPC BG is supported in 6GR to enable high data rates, improved energy efficiency, area efficiency, as well as enhanced cell capacity and user experience.
Observation 4: The (number of) punctured nodes affect the convergence speed of the decoder of QC-LDPC codes, and the total degree of the punctured nodes affects the asymptotic performance of the decoder of QC-LDPC codes. 
Observation 5: Using a single punctured node with double edges provides good performance in both the small decoding iteration and large decoding iteration regime. 
Observation 6: In some LDPC decoding implementations (e.g., FAST layered decoding algorithm), a decoder that was built for single-edge QC-LDPC code can be readily used to decode double-edge QC-LDPC codes without any HW change. 
Observation 7: Design 2 with double edges provides better performance than Design 1 for the higher rate regime (i.e., rate > 0.88), due to smaller core size.  
Proposal 2: For 6G LDPC code design, study QC-LDPC designs with double edges connecting a pair of variable and check node in the base graph. 
Observation 8: NR LDPC code is not fully systematic. 
Proposal 4: Study (fully) systematic LDPC codes in the 6GR.
Observation 9: For IoT devices, reducing the maximum lifting size  (while reusing existing 5G BGs) could deliver significant area reduction for the LDPC encoder and decoder, without requiring hardware change at the gNB.  
Proposal 6: In 6GR, support reduced maximum CB size for IoT devices by reducing the maximum lifting size , for improved area efficiency and reduced cost at the UE. 
Proposal 7: Study LDPC code design for iterative receivers in 6GR if compelling use cases can be identified to justify the complexity & performance tradeoffs. 

	LGE
	Observation 1: With the newly designed base graph having the same kernel matrix dimension (4x26) as NR BG1, faster convergence can be achieved for higher code rate.
Observation 2: With the newly designed base graph having the same kernel matrix dimension (4x26) as NR BG1, slight complexity increase may be expected, e.g., 1.3 % to 7.3 %.

	Vodafone, Orange, AccelerComm, Deutsche Telekom, AT&T, British Telecom
	Proposal 1: Agree the following working assumption taking the peak data rate values agreed in RAN#110:    
Working Assumption
· Study 6G data channel coding for higher throughput than 5G with acceptable performance-complexity tradeoff for both NW side and UE side, 
· Target peak data rate is assumed to be 1.8 2 times of the target peak data rate defined in TR38.913
Note: The other target throughput is up to company to report.
Note: Applicability of the potential channel code will be further discussed.
Observation 1: Modifications on channel coding for data channels and control information may have direct CAPEX/OPEX impact with respect to the 5G NR incumbent networks. 
Observation 2: For eMBB scenario, maximum theoretical peak rate assuming 400MHz contiguous bandwidth and a realistic number of spatial layers is still significantly below the IMT2020 requirements.
Observation 3: 5G NR LDPC code can operate at high data rate a throughput of 36 Gbps with reasonable complexity.
Observation 4: Modifications of NR LDPC channel coding for data channels are not justified for typical nor for ambitious eMBB scenarios. 
Proposal 2: Any increase in LDPC decoder chip area owing to the addition of support for a new BG3 should be considered critically, in light of the limited use cases in which it will be applicable.

	CSCN
	Observation 1: The primary motivation for expanding data channel coding capabilities lies in meeting the at least 2× throughput target relative to 5G NR.
Observation 2: The extension of LDPC codes may be used for high reliability scenarios such as URLLC and NTN.
Observation 3: The extension of LDPC codes shall strive to simultaneously satisfy high-throughput (low maximum iteration number) and high-reliability (high maximum iteration number) requirements.
Observation 4: Another motivation of the extension of LDPC codes is the concurrent optimization of the performance-complexity trade-off while enhancing data rates.
Observation 5: In the extension of LDPC codes, attention must be paid to the tradeoff between throughput and complexity. However, considerations should not be limited to area efficiency alone; energy efficiency and time complexity(latency) must also be taken into account.
Observation 6: QC-Raptor-like structure can meet the requirements of 6GR.
Observation 7: The newly designed BG should adopt a QC-Raptor-like structure.
Observation 8: The fewer punctured columns result in better performance at low iteration numbers. Strategic puncturing contributes to improved performance under high iteration numbers. And the performance ranking of different punctured columns is independent of the decoding algorithm. However, the number of punctured columns also greatly affects the LDPC code rate, where appropriate puncturing can enhance the code rate.
Observation 9: The most significant manifestation of the tradeoff between high-throughput and high-reliability scenarios is the tradeoff in the number of punctured columns. In the design of new BGs, a careful trade-off must be made in selecting punctured columns, with the ideal implementation enabling adaptive adjustment of the punctured column configuration.
Observation 10: The fewer the number of punctured columns, the better the performance under low iteration numbers. Additionally, higher average row and column degrees further enhance performance in low-iteration scenarios. Conversely, the performance trends reverse under high iteration numbers.
Observation 11: Under an elevated size =256 with a fixed systematic column number=22, when only the row and column degrees of BG are modified without puncturing, the performance gap between BG with 8 iterations and 5G NR’s BG1 at 20 iterations is only 0.3 dB. Similarly, the performance gap between BG with 6 iterations (without puncturing) and 5G NR BG1 at 8 iterations is 0.1 dB, and between BG with 4 iterations (without puncturing) and 5G NR BG1 at 6 iterations is also 0.1 dB.
Observation 12: To further reduce the maximum number of iterations, it is necessary to design a new BG. To achieve optimal performance with maximum number of iterations , the new BG for high throughput scenarios should not use puncturing.
Observation 13: The core matrix of BG1 has 4 rows. Without puncturing, the maximum code rate is , which is lower than the  of 5G NR, resulting in a code rate loss.
Observation 14: To maintain the maximum code rate without puncturing, it is necessary to increase the number of systematic columns in the new BG design.
Observation 15: Increasing the lifting size without altering the offset values does not yield performance gains. Modifying only the offset values results in less performance improvement compared to adjusting the positions of cyclic sub-matrices within the base matrix. Furthermore, the gain from increasing the degrees of freedom in the base matrix exceeds that from increasing the lifting factor size.
Observation 16: The maximum lifting size of =384 is already sufficient, and further increasing the lifting size yields minimal gain.
Observation 17: The core matrix, due to its high density, is entirely infeasible for row orthogonality. However, the high-degree punctured columns in NR BG1 represent the primary obstacle to achieving row orthogonality in the remaining rows. When puncturing is not required, the newly designed BG can enable row orthogonality for the remaining parts.

Observation 18: When there are no punctured columns, the performance loss of the row-orthogonal design is less than 0.05 dB and is negligible.
Observation 19: To achieve a high throughput new BG, puncturing should be avoided, and row orthogonality should be explicitly considered during the design process. For the BG under reverse-order layered-BP decoding, it is required to achieve row orthogonality between the (2i-1)-th and 2i-th rows (where i > 2 and i is an integer).
Observation 20: With the core matrix row number unchanged, increasing the number of system columns can effectively enhance the maximum code rate.
Observation 21: Increasing the number of systematic columns can effectively enhance the performance of LDPC codes at low iteration numbers. At high code rates, it is even possible to reduce the maximum number of iterations from 8 to 6 or from 6 to 4 without compromising performance.
Observation 22: To achieve the same maximum code rate as NR under the constraint of no puncturing, the number of systematic columns should be increased to =44.
Observation 23: Due to code rate compatibility design requirements, the BG1 derived from the row-column design is not optimal for all code rates, especially the empty entries in its fifth row, which introduce redundant edges in most code rates. Removing these edges through masking can improve performance to some extent. This approach remains applicable after the new BG design, because redundant edges cannot be avoided in rate compatibility BG design.
Observation 24: Increasing the number of decoding cores does not yield coding gain and may even lead to BLER degradation when compared to methods that increase the lifting size or system column number under the same modulation scheme.
Proposal 2: The new BG design should integrate the strengths of Option 1, Option 3, Option 4 and Option 5. Option 6 can be considered in the future. Option 2 should not be considered because of lack of performance improvement.
Observation 25: The proposed BG exhibits significantly improved convergence performance compared to the NR BG1 baseline, demonstrating a performance advantage across the entire code rate range of 0.667-0.917 under a maximum of 8 iterations. Furthermore, in the high code rate range of 0.846-0.917, the proposed BG maintains a performance advantage even at a maximum of 15 iterations.
Observation 26: The newly designed BG does not exhibit an error floor at .
Observation 27: 
Observation 28: The proposed BG achieves a throughput improvement of 8.6% to 20% over NR BG1 under the same iteration count by leveraging row orthogonality to enhance parallelism. 
Observation 29: Considering the fast convergence characteristics of the newly designed BG:
· For high code rates (0.846-0.917), reducing iterations from 20 to 6 yields <0.25 dB performance loss, achieving a threefold throughput increase (reducing to 5 iterations yields a fourfold throughput increase with <0.35 dB loss).
· Across all code rates, iterations can be reduced from 8 to 6 or 6 to 4 with <0.1 dB performance degradation.
Proposal 3: The proposed BG can be adopted as the baseline for BG3 design by:
· Leveraging fast convergence characteristics,
· Enhancing parallelism through row orthogonality,
· Increasing the number of systematic columns to improve throughput.
Observation 30: The code rate of the new BG can be increased by adding punctured columns. It is designed to achieve same performance at low iteration numbers (e.g., 2 iterations for R=0.958 or 4 iterations for R=0.938) that is even comparable to the code rate of 0.917 in NR BG1. Additionally, the degradation ratio of performance when increasing the code rate remains consistent within the 0.667-0.917 code rate range.
Proposal 4: The newly designed BGs with added punctured columns can be employed to further enable higher code rates.
Observation 31: The extended BG outperforms the 5G BG1 in BLER performance across the entire code rate range of 0.667~0.917 under high-reliability mode. For code rates ≥ 0.698, the new BG consistently achieves a performance gain exceeding 0.1 dB with more than 8 maximum iterations, and the maximum gain peaking at 0.35 dB.
Proposal 5: The extended BG should be adopted as the baseline for new BGs, as it supports both high-throughput and high-reliability modes. These modes can be switched via readout rules (e.g., by selecting specific submatrices from the comprehensive BG). The high-reliability mode avoids the constraints imposed by the high-throughput mode in high-reliability scenarios, enabling greater design flexibility and performance gains in both operational modes.
Observation 32: The performance verification demonstrates that the newly designed BG can achieve similar performance gains across different lifting factors and code lengths.



Summary of inputs
In RAN1#124 meeting, companies discussed the solutions for 6G data channel coding schemes. Companies’ views on LDPC code for high throughput and other purposes are summarized as below.
Higher throughput
1) Solution to high throughput LDPC codes
· Option 1: implementation-based solution
· 3 sources (Spreadtrum, Intel, NTT DOCOMO) proposed to consider implementation-based solutions, such as increasing the number of parallel decoding blocks, which requires minor software or hardware modifications without additional specification impact.
· Meanwhile, 3 sources (ZTE, NVIDIA, CSCN) observed implementation-based solution will increase the complexity, cost and power consumption. In addition, 1 source (CSCN) observed implementation-based solution has no coding gain and may even lead to BLER degradation.

· Option 2: fast convergence LDPC codes (e.g., less iteration times)
· 20 sources (Nokia, Spreadtrum, Huawei, OPPO(*), vivo, LGE, SJTU, NERC-DTV, NVIDIA, Fujitsu, ETRI, ESA, Thales, CMCC, Southeast University, ZTE, Apple, MediaTek, Qualcomm, CSCN) discussed fast convergence LDPC codes, i.e., achieve comparable/same performance as 5G NR with less iteration times, wherein several companies think this is a direct and effective approach to improve throughput, and it can also enhance energy efficiency. 4 sources (Huawei, Samsung, vivo, ZTE) proposed LDPC BG with row splitting/merging to improve BLER performance within the target codes rates under low iterations

· Option 3: increase the maximum lifting size
· 13 sources (OPPO, CATT, CMCC, Southeast University, SJTU (*), NERC-DTV (*), NEC, NVIDIA, Fujitsu, Ericsson, Intel, C-DOT, Lenovo) considered to increase lifting size for high throughput. Meanwhile, 2 sources (OPPO, CATT) observed increasing maximum lifting size also provide slightly better performance.
· However, 8 sources (Huawei, AccelerComm, Orange, Vodafone, ZTE, MediaTek, CSCN, Jio Platforms) observed further increasing lifting size is unnecessary, where 7 sources (Huawei, AccelerComm, Orange, Vodafone, ZTE, CSCN, Jio Platforms) observed increasing lifting size increases chip area and reduces chip area efficiency.
· Note: sources with (*) are summarized based on the BG/PCM submitted in excel spreadsheet.

· Option 4: row orthogonality
· 9 sources (Huawei, NVIDIA, Fujitsu, CMCC, Southeast University, Samsung, ZTE, MediaTek, CSCN) discussed row orthogonality, for example, assisting multi-block processing. 4 sources (Huawei, vivo, ZTE, Samsung) observed that row splitting and extension can reduce decoding complexity and enable higher orthogonality. 1 source (Samsung) quasi-orthogonal structure can support higher code rate than core part by performing row merging. 1 source (MediaTek) proposed to introducing parallelism structure within the BG such that the decoder can exploit the parallelism and boost the throughput.

· Option 5: reduce cycle per iteration
· 8 sources (Huawei, SJTU (*), NERC-DTV (*), NVIDIA, ZTE, MediaTek, NTT DOCOMO, CSCN) discussed to reduce the decoding cycle per iteration to improve throughput.

FL observes that the above options (option 2~5) are not mutually exclusive. 

2) LDPC code structure
For 5G NR BG1 and BG2, the parity check matrix consists of five sub-matrices (A, B, C, D, E) shown below, wherein A contains systematic columns; in B, the columns the degree-three column follows a dual diagonal structure; C is a zero matrix; E is an identity matrix.
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In RAN1#124 meeting, companies discussed the structure for the study of 6G LDPC codes. Companies’ views are summarized as below
· Quasi-cycling LDPC codes: 
· 23 sources (Nokia, Huawei, OPPO (*), CATT (*), vivo (*), LGE (*), SJTU, NERC-DTV, NEC, Fujitsu (*), Ericsson (*), ETRI (*), ESA (*), Thales (*), C-DOT, Lenovo (*), Samsung, ZTE (*), Apple (*), MediaTek, NTT DOCOMO (*), Qualcomm, CSCN) proposed to consider QC-LDPC for 6G.
· Sub-matric B: Whether to use dual-diagonal structure
· 15 sources (Nokia, Huawei, CATT(*), vivo, LGE(*), SJTU(*), NERC-DTV(*), Fujitsu(*), Ericsson(*), C-DOT, Lenovo(*), Samsung, ZTE(*), MediaTek, NTT DOCOMO(*)) proposed dual-diagonal structure, wherein Samsung proposed PCM values of () instead of () for the degree-3 column block. Meanwhile, new structures are also observed based on companies’ design.
· Sub-matric E: identity matrix or lower triangle
· According to the BG/PCMs reported by companies, the sub-matric E is identity matrix, lower triangle matrix or diagonal matrix.

3) Number of LDPC BGs
· One BG: 15 sources (Huawei, CATT, vivo, LGE, SJTU, NERC-DTV, NVIDIA, Fujitsu, Ericsson, ETRI, ESA, Thales, Samsung, ZTE, Qualcomm) proposed one BG for high data rate, [where 1 source (MediaTek) proposed to consider entire BG () for high code rates (e.g., 948/1024 and 885/1024) and a submatrix associated with selected information blocks () for other low code rates.]
· Two BGs: 2 sources (Apple, [MediaTek]) considered different BG sizes for different code rate regions. 
· Different BG sizes for different scenario: 1 source (CSCN) proposed to consider one BG for high throughput scenario, another BG for high reliability scenario

4) Maximum CB size
· 8448: 17 sources (Huawei(*), LGE(*), Fujitsu(*), Ericsson, ETRI(*), ESA(*), Thales(*), Samsung(*), ZTE, Apple(*), MediaTek, NTT DOCOMO(*), Qualcomm, Nokia(*), ETRI (*), ESA (*), Thales (*)) to consider the same maximum CB size as NR, where it was observed that increase CB size may result in the issues such as large chip area overhead at transmitter and the receiver side, hardware utilization in efficiency, etc., while providing negligible performance improvement
· 5808: 2 sources (SJTU (*), NERC-DTV (*))
· 16896: 5 sources (CATT (*), vivo (*), Fujitsu (*), C-DOT, CSCN (*))
· Others: 1 source (Lenovo (*)) proposed the code block size exceeds X bits (e.g., 8448 bits as in current threshold existent for BG1) and for code rates , where X,  and should be further investigated, together with MCS table impacts. 

5) : the number of systematic columns
· : 9 sources (Nokia, CATT, LGE, Ericsson, C-DOT, Apple (*), MediaTek, NTT DOCOMO (*), Qualcomm (*)) considered the same  as 5G LDPC BG1.
· : 3 sources (SJTU, NERC-DTV, Apple (*))
· : 3 sources (ETRI (*), ESA (*), Thales (*))
· : 10 sources (Huawei (22≤ ≤44), OPPO (*), CATT (*), vivo, Fujitsu, Samsung (*), ZTE, Apple (*), MediaTek, CSCN) suggested to consider , where 2 sources (Huawei, ZTE) observed this design can improve BLER performance and minimize impact on implementation when the new BG is supported in addition to 5G LDPC BG1/BG2

6) Mother code rate
The mother code rate reported by companies are summarized as below.
· 1/3: 5 sources (Nokia, CATT, SJTU, NERC-DTV, C-DOT) reported a mother code rate of 1/3 
· 1/2: 2 sources (ZTE (*), Fujitsu) reported a mother code rate of 1/2
· 2/3: 4 sources (Huawei (*), Apple (*), Qualcomm (*), CSCN (*)) reported a mother code rate of 2/3 
· 44/ (98-2)=11/24: OPPO (*)
· 44/97: vivo (*):
· 44/67: Samsung (*)
· Apple (*): 33/(33+18-1)=33/50 for BG4, 33/(33+17)=33/50 for BG5,
· 22/(36-2)=11/17: Ericsson
· 22/(26+22-1)=22/47 for kb22, and 44/(44+22-2)=11/16 for kb44: MediaTek (*)
· 0/(62-1)=40/61: ETRI (*), ESA (*), Thales (*)
· 22/(34-2)=11/16: NTT DOCOMO (*)
· LGE (*): 22/(36-2)=11/17
7) lifting size
· No larger than 5G NR (≤384): 13 sources (Nokia, Huawei, vivo(*), LGE(*), SJTU(*), NERC-DTV(*), Samsung(*), ZTE, Apple(*), NTT DOCOMO(*), Qualcomm(*), CSCN, Fujitsu MediaTek(*)) proposed lifting size no larger than 5G NR, where 3 sources (Huawei, ZTE, Samsung(*)) observed that increasing lifting size increase chip area without significant performance gain. 1 source (Huawei) observed that increasing lifting size provides no performance gain under the same area efficiency.
· =192: Huawei (*), ZTE (*), vivo (*), Samsung (*)
· =192 for =44 and =384 for =22: MediaTek
· =212 or 424
· Larger than NR: 5 sources (OPPO, CATT, NEC, Ericsson, C-DOT) reported a larger maximum lifting size than 5G NR, which are summarized as below.
· 768 or 1536: OPPO
· 768: CATT (*), C-DOT: 
· 512, 768, or 1024: NEC

8) Puncture on LDPC codes
The number (0,1,2) and position (information column or parity check column) of puncturing nodes have impact on LDPC code performance. Companies’ views are summarized as below.
· Systematic code: 12 sources (Huawei, CATT (*), vivo, NVIDIA, ETRI (*), ESA (*), Thales (*), Samsung (*), ZTE, Apple (*), Qualcomm, CSCN) proposed a systematic code for the LDPC code extension, and it is also observed no puncturing in the information column can achieve fast convergence, and have the benefits of hard-decision in case of good channel condition.
· No puncturing: Huawei, CATT (*), vivo, NVIDIA, Samsung (*), ZTE, Apple (*), Qualcomm, CSCN
· Puncture 1 parity check column: 4 sources (ETRI (*), ESA (*), Thales (*), Qualcomm (*) (double edged), where 1 source (Qualcomm) observed that puncturing on single double-edge column allows faster convergence and increases the total degree of the punctured node and therefore improves the performance.
· Puncture 1 information column: 5 sources (SJTU (*), NERC-DTV (*), NVIDIA, Apple (*), MediaTek (*)) proposed to puncture 1 column. 
· The first information column: 2 sources (Apple (*), MediaTek (*) (for kb=22))
· Puncture first information column and first check column: 2 sources (Nokia (*), LGE (*) ), wherein 1 source (Nokia (*)) observed that this puncture pattern provides faster convergence compared with 5G puncturing pattern.
· Puncture 2 information columns: 8 sources (OPPO (*) (after pre-lifted), Fujitsu, Ericsson, C-DOT, MediaTek (*) (for kb=44), NTT DOCOMO (*))
9) NR data rate range
In RAN1#124 meeting, companies discussed the interpretation of “NR data rate range” agreed in RAN1#122bis meeting. The views ae summarized as below. 
· Up to 20Gbps for DL and 10 Gbps for uplink: 3 sources (Nokia, Ericsson, AT&T)
· Maximum data rate in 5G deployment: 9 sources (Verizon, CMCC, China Telecom, China Unicom, Samsung, ZTE, 
Qualcomm, MediaTek, Meta)
· Define a TBS threshold for within/beyond NR data rate range: 3 sources (Nokia, Ericsson, Intel)
· Further confirm the definition of NR range and 6GR range: 1 source (NTT DOCOMO)
In FL’s understanding, companies’ views on the definition of “NR data rate” are still diverse. And it also related the detailed design and performance of LDPC extension. Considering the checking point in June 2026, FL suggests prioritizing the discussion about LDPC design.

10) Working assumption regarding the upper bound of the target data rate for the LDPC code extension
In RAN#110 meeting, it has been agreed that the 6GR peak data rate of 1.8x times of that in TR38.913. Therefore, 8 sources (Xiaomi, NTT DOCOMO, Vodafone, Orange, AccelerComm, Deutsche Telekom, AT&T, British Telecom) suggested to revise the working assumption in RAN#122bis. Meanwhile, 1 source (Ericsson) thinks the agreement in RAN#110 is within the lines of RAN1’s working assumption, data channel coding discussion can proceed with the assumed target peak data rate from RAN1#122b. 
In FL’s understanding, the agreed value is close to the working assumption in RAN1#122bis meeting. Considering the checking point in June 2026, we can continue the data channel coding discussion and follow the agreement in RAN#110, but not to explicitly revise the working assumption in RAN1#122bis.

11) Implementation overhead for both 5G and 6G LDPC codes
13 sources (Huawei, vivo, Ericsson, AccelerComm, Orange, Vodafone, Samsung, ZTE, MediaTek, Qualcomm, Deutsche Telekom, AT&T, British Telecom) discussed the potential implementation overhead for both 5G and 6G LDPC codes, where 5 sources (Huawei, Samsung, ZTE, MediaTek, Qualcomm) observed that with a proper design of LDPC extension, high hardware sharing can be achieved with minimal implementation overhead.

Other motivations than high throughput
In addition to high throughput, companies also discussed about other motivations and the views are summarized as below.
· Enhancements for short block lengths: NEC
· Error floor enhancement: ETRI, ESA, Thales, Jio Platforms
· Low code rate enhancement: ETRI, ESA, Thales, Jio Platforms
· High reliability of data channel coding for the scenarios, such as URLLC and NTN: ETRI, ESA, Thales, CSCN
· Study LDPC enhancement with encoding-side considerations: Jio Platforms
· Area-efficient LDPC design and TB segmentation for IoT: Qualcomm
· LDPC code enhancements for iterative receivers: Qualcomm

Discussion
In RAN#124 meeting, companies’ views on the design of LDPC codes for high throughput are summarized as below:
· Maximum code block size
Based on the companies’ proposal/submitted LDPC BG/PCM design, FL observed two main values (8448, 16896) for the maximum code block size. 14 sources assumed the same maximum block size as 5G NR (i.e., 8448) considering the area efficiency and hardware utilization efficiency, etc., while 5 sources considered a maximum code block size that is 2x NR (i.e., 16896) considering better performance TB performance with the larger code block size. To move forward, FL proposes down-selecting between these two values.
· : the number of systematic columns
Based on the companies’ proposal/submitted LDPC BG/PCM design, FL observed two main values (22, 44) for the number of systematic columns (). 9 sources proposed the same  as NR, while 10 sources consider . To move forward, FL proposes down-selecting between these two values.
· Mother code rate 
Based on the companies’ proposal/submitted LDPC BG/PCM design, FL observed that almost all the companies proposed a mother code rate no smaller than 1/3. Considering only initial BGs/PCMs were collected in this meeting, we can start with this assumption and continue to discuss whether to consider higher mother code rate.
· Puncture on LDPC codes
Companies discussed the impact of the number and position of puncturing nodes on LDPC performance. 12 sources proposed systematic LDPC code considering faster convergence and hard decision in case of good channel condition. In addition, 5 sources proposed puncturing 1 information column with better convergence than NR, 2 sources proposed puncturing one information column and 1 parity check column, and 8 sources suggested puncturing two information columns. FL proposes discussing the puncturing nodes for the LDPC extension.
· Structure of LDPC codes
For 5G NR BG1 and BG2, the parity check matrix consists of five sub-matrices (A, B, C, D, E). For the study of 6G LDPC extension, similar structure can be considered.
Round 1(closed)
Proposal 3.2-1-v1
Proposal 3.2-1-v1: For the maximum code block size of LDPC extension, down-select from the following values
· Option 1: 8448
· Option 2: 8448*2

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	Agree that these two options seem sufficient to enable a wide variety of solutions to be explored.

	Fujitsu
	OK.

	vivo
	Fine.

	CSCN
	The definition of CB size is actually influenced by multiple factors and needs to be analyzed across several dimensions:
· The choice between Option 1 and Option 2 should first depend on the discussion of Kb size. Option 2 is only necessary when Kb = 44.
· The advantage of Option 1 lies in its easier hardware compatibility and chip area efficiency. However, this is contingent on the following prerequisites: row orthogonality (at least other than the core matrix), a codeword structure close to 5G NR, and the adoption of ZTE's proposed 5G/6G-compatible implementation method. If these prerequisites are not met, Option 1 no longer holds a clear advantage in hardware compatibility and chip area efficiency.
· The performance difference between Option 2 and Option 1 in the CB dimension is minimal, but Option 2 is estimated to nearly double TB performance. The selection should be made in conjunction with the discussion on TB performance in the data channel coding chain.

	Apple
	We prefer Option 1 for maximum compatibility with 5G NR

	ETRI/ESA/Thales
	ETRI/ESA/TAS support two options. 

Please check the ETRI/ESA/Thales opinion and delete the 8480 bits option if it will be fine.

· 8448: 14 sources (Huawei(*), LGE(*), Fujitsu(*), Ericsson, ETRI(*), ESA(*), Thales(*), Samsung(*), ZTE, Apple(*), MediaTek, NTT DOCOMO(*), Qualcomm, Nokia(*)) to consider the same maximum CB size as NR, where it was observed that increase CB size may result in the issues such as large chip area overhead at transmitter and the receiver side, hardware utilization in efficiency, etc., while providing negligible performance improvement
· 8480: 3 sources (ETRI (*), ESA (*), Thales (*))



	NTT DOCOMO
	Identifying these options is OK. We believe that we are not yet at the phase where a down‑selection of the technical details of new BG should be conducted. First, we need to analyze each option (including their pros and cons) and have sufficient discussion before performing any down‑selection.
In addition, we consider it difficult to discuss the technical details of new BG independently from the discussion of applicability of new BG. Depending on what scope of applicability is assumed for new BG, the set of options that can/should/must be applied will differ. Therefore, we recommend that the discussion on the technical details of new BG and the discussion on new BG applicability be linked to some extent and, if possible, carried out in parallel.
Our initial analysis of the pros and cons of each option is as follows.
· Option 1
· Pros.: There can be no increase in implementation complexity (e.g., memory)
· Cons.: No coding gain is achieved
· Option 2
· Pros.: Coding gain can be obtained
· Cons.: There is a possibility that implementation complexity (e.g., memory) will increase
We would like to avoid a design that makes it difficult to leverage existing NR equipment (e.g., new BG design that requires more memory than what is assumed in the existing NR design). Considering compatibility with NR equipment, Option‑1 is, at this stage, the highest‑priority option for us.

	LGE
	Keep the same maximum CB size as that of NR

	MTK
	Ok with the proposal. Support option 1 as the preference. Option 2 requires more than doubling implementation complexity to option1, which should be shown from Proposal 3.1-1-v1. In fact, the comparison of there two options of this proposal should take the area efficiency model in the Proposal 3.1-1v1 into account. 

	Samsung 
	Prefer Option 1.
Taking account of decoder memory, 8448 is a reasonable value.

	ZTE, Sanechips
	We prefer Option 1. Keeping same maximum CB size as 5G NR is better for memory and power consumption. Increasing CB size would significantly increase the decoder implementation complexity. Larger CB require more memory for storing LLRs and intermediate messages, and more complex decoding schedules. This leads to a noticeable increase in chip area and power consumption.

	Tejas
	Option 2 is preferable when performance enhancement is the primary objective, as it provides greater flexibility in matrix design. Option 1 remains acceptable when backward compatibility with NR equipment is the priority. We support keeping both options under study, with Option 2 favoured for performance and Option 1 for compatibility.




Proposal 3.2-2-v1
Proposal 3.2-2-v1: For the number of systematic columns of LDPC extension, down-select from the following values
· Option 1: 22
· Option 2: 44

Please provide your comments as below.
	Company
	Comments

	AccelerComm 
	Agree that these two options seem sufficient to enable a wide variety of solutions to be explored.

	Fujitsu
	OK.

	vivo
	Fine.

	CSCN
	Option 2 offers greater flexibility in matrix design. Based on preliminary performance comparisons among different companies, those adopting Option 2 have generally achieved better performance than those using Option 1.

	Apple
	We are okay with both options, i.e. 22 and 44

	NTT DOCOMOc
	Identifying these options is OK. Our view on this down‑selection is the same as the one we expressed for Proposal 3.2‑1‑v1.
Our initial assessment of the pros and cons of each option is as follows.
· Option 1
· Pros.: It may be closer to the NR design and thus easier to ensure compatibility with NR
· Cons.: It may be more difficult to benefit from early termination
· Option 2
· Pros.: It may be easier to benefit from early termination
· Cons.: It may require significant changes to the number of edges and their placement compared with the NR design
We would like to avoid a design that makes it difficult to leverage existing NR equipment (e.g., new BG design that requires a larger number of rows/row weights or columns/column weights than those in NR BG design). Considering compatibility with NR equipment, Option‑1 is, at this stage, the highest‑priority option for us.

	LGE
	It is preferred to keep the same parity check matrix dimension after lifting as that of NR BG1. That is, (Kb, Zmax) = (22, 384) or (44, 192)

	Samsung
	While 44 is preferred for performance enhancement, 22 remains an acceptable option for further study.

	ZTE, Sanechips
	We prefer Option 2 (i.e., Kb = 44). Larger systematic column provides greater flexibility in the core matrix to improve performance at high code rate. Furthermore, when we consider kb = 44, no systematic column puncturing is more beneficial to fast convergence, resulting in higher throughput. Besides, in order to keep maximum CB size as 5G NR, the maximum lifting size would be reduced half to 192.

	Tejas
	Option 2 is preferable when performance enhancement is the primary objective, as it provides greater flexibility in matrix design. Option 1 remains acceptable when backward compatibility with NR equipment is the priority. We support keeping both options under study, with Option 2 favoured for performance and Option 1 for compatibility.



Proposal 3.2-3-v1
Proposal 3.2-3-v1: For the study of LDPC extension, the mother code rate R is no smaller than 1/3.
· FFS: the exact R value.

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	I suspect there may be some confusion here. All of the proposed BG3 designs have a mother coding rate that is greater than 1/3 - they are typically 1/2 or 2/3. I suspect that this proposal should say "For the study of LDPC extension, the mother code rate R is no lower than 1/3." If a high mother coding rate is selected for BG3, then the impact on HARQ should be investigated.  

	Fujitsu
	OK.

	vivo
	To cover the data rates beyond NR range, it is meaningless to consider the minimum mother code rate less than 1/2.

	CSCN
	The selection of the mother code rate R offers significant flexibility. However, it should be emphasized that in subsequent performance comparisons, higher code rates (R≥ 1/2) should carry greater weight than lower code rates (1/3 ≤R ≤ 1/2).

	Apple
	For the purpose of LDPC extension for high-throughput, the rate is no smaller than 2/3. 

	ETRI/ESA/Thales
	For the objective of LDPC extension for high throughput, we support the moder code rate no smaller than 1/3. 

Please change 0 to 40 like below  
· 40/(62-1)=40/61: ETRI (*), ESA (*), Thales (*)
 

	NTT DOCOMO
	The LDPC extensions currently under study target the data rate range beyond NR. To achieve such high data rate, it is expected that data transmission/reception will operate at high code rates. Therefore, we believe that there is no need to consider the low/medium code rate region in the LDPC design or its evaluation. The threshold code rate R that should or should not be considered will need to be discussed further.

	LGE
	Considering practical scenario, it is reasonable to focus on higher code rate for LDPC extension study.

	MTK
	At this stage, we only evaluate the lowest R to be R=2/3. Therefore, suggest to delay this discussion after finalizing the evaluation. 

	Samsung
	For the initial study, a code rate of 1/3 is considered reasonable.

	ZTE, Sanechips
	In our opinion, the mother code rate R should be 1/2. For the BG design, not only initial transmission case but also re-transmission case should be considered. In order not to degrade the performance of re-transmission, we think it is better to consider the minimum code rate is 1/2 for new BG design.

	Tejas
	In the early phase of the study, a code rate of 1/3 provides sufficient flexibility. However, considering that 6G targets data rates beyond NR, higher code rates (≥ 1/2) should be emphasized in performance evaluations.



Proposal 3.2-4-v1
Proposal 3.2-4-v1: For the study of LDPC extension, considering the following options
· Option 1: systematic LDPC codes
· Option 2: puncture 1 information column
· Option 3: puncture 1 information column and 1 parity check column
· Option 4: puncture 2 information columns
Please provide your comments as below.
	Company
	Comments

	AccelerComm
	Agree that these options seem sufficient to enable a wide variety of solutions to be explored.

	vivo
	“systematic” is a little bit confusing. We can just say no punctured columns for Option 1. For other options, it is FFS whether/how 1 or 2 columns are punctured, and thus Option 2, 3, 4 can be summarized as “puncture 1 or 2 columns”, with a note that FFS the punctured column number and how columns are punctured.

	CSCN
	Based on preliminary performance comparisons from various companies, Option 1 demonstrates clear advantages in low-iteration scenarios (maximum iterations ≤8), while several companies using Option 4 show significant performance superiority in high-iteration scenarios (maximum iterations >10).
Therefore:
· For high-throughput scenarios, Option 1 should be adopted
· For high-reliability scenarios, Option 4 should be employed
The new base graph (BG) we proposed achieves compatibility with the puncturing patterns required for both high-throughput and high-reliability scenarios through two different reading modes of the same mother BG. Under the framework of a single BG, simple read operations enable the adaptation to two differentiated scenarios, effectively balancing performance and implementation complexity.

	Apple
	We prefer option 2 and option 3.

	ETRI/ESA/Thales
	We support the suggested options. 

	NTT DOCOMO
	Identifying these options is OK. Our view on this down‑selection is the same as the one we expressed for Proposal 3.2‑1‑v1.
Reducing the number of punctured columns may increase the probability of benefiting from early termination. However, it may also require significant changes to the number of edges and their placement compared with the NR design. We would like to avoid a design that makes it difficult to leverage existing NR equipment (e.g., new BG design that requires a larger number of rows/row weights or columns/column weights than those in NR BG design). We believe that, regardless of which option is considered, it is preferable to ensure that the numbers of rows/row weights and columns/column weights remain within those of the NR design.

	LGE
	Generally OK. For larger Kb value, there may be more options. At this stage, it is better not to preclude other options.

	MTK
	Suggest to delay the discussion after proposal 3.2-3-v1 discussion. In particular, whether to puncture one column or two columns might depend on Kb size, e.g., puncture 1 columns for Kb=22, puncture 2 columns for kb=44.

	Samsung
	Based on our results, LDPC codes without systematic puncturing (Option 1) are preferred for faster decoding convergence; however, other options can also be explored further.

	ZTE, Sanechips
	Based on our design, we think Option 1 is preferable. No puncture column is helpful for fast convergence. The fast convergence is because there is no additional iteration for recovering the punctured systematic column. For systematic LDPC code, it obtains more benefits at large code rate, since no puncture LDPC codes is capable of achieving higher code rate, and it is also meet the requirement for high throughput.

	Tejas 
	Option 1 is best suited for high‑throughput scenarios, offering faster decoding convergence and maintaining compatibility with NR.
Option 4 is most appropriate for high‑reliability scenarios, where additional redundancy can enhance performance.
Option 2 & Option 3 should remain under study, as they provide intermediate trade‑offs between efficiency, complexity, and other relevant metrics.



Proposal 3.2-5-v1 
Proposal 3.2-5-v1: For the base graph of LDPC extension, the parity check matrix consists of five sub-matrices (A, B, C, D, E), wherein
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· A contains systematic bits
· B: FFS details
· C is a zero matrix
· D: FFS details.
· E is an identity matrix, lower triangle matrix or diagonal matrix

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	Agree that this is sufficient to enable a wide variety of solutions to be explored and has the benefit of matching the design of BG1 and BG2, allowing a single encoder and decoder architecture to process all three base graphs.

	vivo
	Firstly, it should be clarified that the base graph is from encoding perspective. Secondly, it is too early to define the E matrix. If B, D, E needs FFS, we can just remove them in the proposal.

	CSCN
	E must be at least a row-orthogonal lower triangular matrix; otherwise, it could lead to uncontrollable impacts on encoding. 

	Apple
	We agree with this proposal.

	ETRI/ESA/Thales
	We agree. 

	NTT DOCOMO
	Considering the ease of encoding processing and the compatibility with existing NR equipment, we believe it is reasonable to maintain a design similar to NR LDPC. That said, the design details are still under discussion, and not all proposed BG options include all of the sub‑matrices A, B, C, D, and E. For example, in the case of a BG composed only of a core matrix, it may not necessarily include the C, D, or E sub‑matrices. Therefore, we recommend adding “if any” when discussing C, D, and E.

	LGE
	Submatrix B should be designed for low encoding complexity. So, dual diagonal structure in submatrix B is a good candidate. However, other structure to get low encoding complexity can be considered.

	Samsung
	We agree

	ZTE, Sanechips
	We think at least submatrix A, C can be reused as 5G.
For submatrix B, we think dual diagonal structure as 5G NR should be considered firstly. For other design, we are open to study if there is less impact on computational complexity and hardware complexity.
For submatrix E, we further study identify matrix or lower triangle matrix.



Round 2
Proposal 3.2-3-v3
Based on offline discussions, companies suggested to add another constrains on the LDPC extension to guarantee its complexity won’t be higher than BG1, however, the views are different regarding whether to limit the number of ones in lifted parity check matrix or BG. Therefore, the following two options are provided for further discussion.
Proposal 3.2-3-v3-Option 1:
For the study of LDPC extension beyond NR range,
· the mother code rate R ≥ 1/3, FFS the exact value of R.
· the total number of ones in the lifted parity check matrix of LDPC extension is no larger than or comparable with BG1

Proposal 3.2-3-v3-Option 2:
For the study of LDPC extension beyond NR range,
· the mother code rate R ≥ 1/3, FFS the exact value of R.
· the total number of edges in the BG of LDPC extension is no larger than or comparable with BG1

Please provide your comments as below.
	Company
	Comments

	Fujitsu
	Don’t understand why we need the second bullet. 

If it is for the restriction on chip area especially for memory units, the number of rows and columns for lifted parity check matrix should be the object as shown in the table below.
Table 3.1-1 LDPC decoder chip area
	Memory area
	Logic area

	
	Adders/comparators area
	2:1 multiplexer of QSN/barrel shift

	M, N
	Z
	



If it is for the restriction on computation complexity, the following should be the object:
·  Computation complexity is defined as (the number of iteration times for required BLER) *(the number of ones in the lifted parity check matrix)/ (CB size)


	CSCN
	Agreed. It would be best to quantify the ' comparable '. This will help streamline the discussion in the next meeting.

	Nokia
	We prefer discussing the need of BG3 based on the target data rate before discussing all these details. Between the two options, we prefer Option 2.

	Samsung
	The meaning of the value “1” in PCM or BG needs to be defined, as the purpose of the second bullet is unclear.

	LGE
	Same complexity definition may be used for complexity comparison for BG1 and new BG assuming mother code rate which is different for each other. 



Proposal 3.2-5-v1(continued)
Proposal 3.2-5-v1: For the base graph of LDPC extension, the parity check matrix consists of five sub-matrices (A, B, C, D, E), wherein
[image: C:\Users\002061~1.WIN\AppData\Local\Temp\ksohtml8976\wps1.png]
· A contains systematic bits
· B: FFS details
· C is a zero matrix
· D: FFS details.
· E is an identity matrix, lower triangle matrix or diagonal matrix

Please provide your comments as below.
	Company
	Comments

	Jio Platforms
	We are okay with this. We suggest clarifying the intended roles/constraints for sub-matrices B and D and confirming that the chosen structure supports the targeted code-rate range without excessive puncturing and without introducing high-risk error-floor behavior.

	CSCN
	As mentioned by vivo in the previous round, the design of the BG structure must first take into account the impact on encoding. Any details that deviate from the typical 5G NR Raptor-like structure need to be clarified regarding whether they affect the encoding logic and the reuse of IR-HARQ (if such reuse is still required).
In fact, observing the PCMs submitted this time, apart from the consensus that Matrix C is a zero matrix, proposals for Matrices A, B, D, and E from various companies all contain features that go beyond the typical Raptor-like structure.
Therefore, we should first clarify the definition of a 'typical Raptor-like structure' and confirm whether the new BG extension should adopt this structure. Only then can we proceed to discuss the specific details of Matrices A, B, D, and E.

	Nokia
	We prefer discussing the need of BG3 based on the target data rate before discussing all these details. Concerning our view of the structure, B has to have dual diagonal structure, and E is an identity matrix.



Observation 3.2-6-v1
Companies’ observations on maximum CB size are summarized as below for discussion.
Observation 3.2-6-v1: 
For the maximum code block size for LDPC extension beyond NR range, 
[14] sources ([Huawei, LGE Fujitsu, Ericsson, ETRI, ESA, Thale, Samsung, ZTE, Apple, MediaTek, NTT DOCOMO, Qualcomm, Nokia) proposed the same maximum CB size as NR and observed that increasing CB size results in lower area efficiency, hardware utilization efficiency, while the performance improvement is negligible. 
[5] sources ([CATT, vivo, Fujitsu, C-DOT, CSCN]) proposed 2x CB size as 5G NR for better performance.
Please provide your comments as below.
	Company
	Comments

	
	

	
	



Proposal 3.2-7-v1
Based on the companies’ proposal/submitted LDPC BG/PCM design, FL observed two main value ranges for the maximum lifting size. 13 sources proposed the maximum lifting size no larger than 5G NR (i.e., ≤384) considering the area efficiency and the limited performance gain, where 3 source proposed the maximum lifting size as 768, 1 source proposed the maximum lifting size as 512 or 1024, 1 source proposed the maximum lifting size as 1536. To move forward, FL suggests the fol1owing proposal.
Proposal 3.2-7-v1: For the study of LDPC extension beyond NR range, the maximum lifting size is not larger than 384.
Please provide your comments as below.
	Company
	Comments

	
	

	
	



3.3 Data channel coding channel chain
Summary of observations/proposals
	ZTE
	Observation 16:  For TB error rates (0.1, 0.2, or 0.3), the probability of only one or two code block errors is high, i.e., it rarely happens in the case when there are more than 2 code block errors.
Observation 17:  For retransmission, CBG-based design can greatly save the time-frequency resources of the communication system. 
HARQ based on CBG is reused for 6G. 
Observation 18:  Compared to the scheme without CBG, CBG-based HARQ can increase UE capacity by approximately 10%.  
The mapping method of CBG to OFDM symbols should be studied for 6G. 
Observation 19:  [bookmark: _Toc209187716]In 5G, bit interleaving is only performed within a code block. With localized VRB-PRB mapping, CBs are confined to contiguous frequency resources, limiting frequency diversity gains.
Observation 20:  For distributed VRB-PRB, the frequency diversity gain is limited due to RB bundle-level interleaving, the interleaver memory is large, and frequency resources are fragmented.
It is preferred to study the intra-CBG interleaving based on the legacy 5G CBG-HARQ transmission mechanism with the number of CBGs being that of available OFDM symbols for data shares channel of one TB, and the basic interleaving unit is a bit group with Qm*NL bits wherein Qm is the modulation order and NL is the number of layers corresponding to a RE.
Observation 21:  [bookmark: _Toc209187717]Compared with 5G localized VRB-PRB resource mapping, the proposed intra-CBG interleaving method can interleave CBs onto all scheduled frequency resources and shows at most 3.5dB performance gain, about 9.1% and 13.8% throughput gain for closed-loop MIMO scheme with rank up to 3. 
Observation 22:  Compared with 5G distributed VRB-PRB resource mapping, the proposed intra-CBG interleaving method can interleave CBs onto all scheduled frequency resources and shows at most 3.5dB performance gain, about 22.7% and 10.4% throughput gain for closed-loop MIMO scheme with rank up to 3
Observation 23:  Compared with 5G localized VRB-PRB resource mapping, the proposed intra-CBG interleaving method can interleave CBs onto all scheduled frequency resources and shows at most 3.5dB performance gain, about 9.1% and 13.8% throughput gain for closed-loop MIMO scheme with rank up to 3. 
Observation 24:  Compared with 5G distributed VRB-PRB resource mapping, the proposed intra-CBG interleaving method can interleave CBs onto all scheduled frequency resources and shows at most 3.5dB performance gain, about 22.7% and 10.4% throughput gain for closed-loop MIMO scheme with rank up to 3
Observation 25:  Under 100MHz bandwidth and CDL-A channel with 30ns wherein the maximum rank is limited to 4, the proposed intra-CBG interleaving method can interleave CBs onto all scheduled frequency resources and shows at most 6dB and 5dB performance gain, about 21.6% and 18.7% throughput gain compared with 5G localized VRB-PRB and distributed VRB-PRB resource mapping respectively.
Intra-CBG interleaving should be studied in 6G for better performance and higher throughput.  
Observation 26:  Compared to NR LDPC coded modulation scheme, multi-group coded modulation (MGCM) scheme has 0.5~1.45dB performance gain while maintaining the transmission efficiency for MCS16/17/26/27 over TDL-A channel.
Coded modulation scheme coordinating multiple code blocks and modulation sub-channel reliability can be studied for 6G with higher throughput/spectral efficiency.
Observation 27:  The layer‑based code block interleaving scheme provides performance gains of approximately 3 dB, 2 dB and 1.5 dB for 16QAM, 64QAM and 256QAM, respectively, and up to 1.5 dB for adaptive MCS. 
Consider layer‑based code block interleaving scheme to improve the performance of LDPC coding in MIMO transmission, particularly in scenarios with significant inter-layer quality imbalance.
Packet coding should be studied for retransmission.

	vivo
	[bookmark: _Ref213339737]Observation 11: When incorporating high order modulations to support higher data rates, there exists significant reliability (channel capacity) imbalance among the bits in a QAM symbol. Therefore, it is necessary to consider coding chain enhancements to better achieve higher target data rates.
[bookmark: _Ref210116523]Proposal 5: To better achieve higher target data rates, the imbalance between different bits in QAM symbols should be considered in the mapping between coded bits and modulated symbols, for example, in the form of a better bit interleaver design.
[bookmark: _Ref210116465]Observation 12: Compared with NR design, the cross-codeblock interleaver design, e.g., MGCM can better leverage the unequal sub-channel capacity of QAM modulated symbols, by jointly modulating multiple different (e.g., code rates/schemes) coded blocks. 
[bookmark: _Ref210116524][bookmark: _Ref220687077]Proposal 6: For data channels, consider the cross-codeblock interleaver design, e.g., MGCM, to better leverage the unbalanced capacity of different bit subchannels in QAM modulated symbols.
[bookmark: _Ref210116525]Proposal 7: Further study the MGCM design as a solution for joint coding and modulation, considering at least the use case where two SCH data blocks are coded by LDPC using different code rates.

	LGE
	Observation 3: Inter-CB outer coding with outer LDPC codes shows large performance gain compared to 5G NR for high speed scenarios.
Proposal 1: Study LDPC codes as outer codes in 6GR.
Observation 4: GC-LDPC codes can significantly improve the error rate performance. 
Proposal 2: Study GC-LDPC codes as inter-CB coding scheme.

	NEC
	Observation 4: The use of 1024-QAM and 4096-QAM in 6G introduces extreme bit-level reliability imbalances between MSBs and LSBs, which can lead to unreliable LLR values and premature error floors if the channel coding chain is not designed to accommodate this gradient.
Proposal 5: Study the interaction between high-order modulation mapping and the channel coding chain, focusing on evaluating adaptive mapping strategies or coding enhancements to mitigate the impact of bit-level reliability gradients and hardware impairments.

	InterDigital
	Observation 1: Inter-CB coding for erasure correction in combination with LDPC for bit error correction can be beneficial to improve reliability and reduce latency for diverse use cases and deployments scenarios with potential for bursty errors or data puncturing.
Observation 2: For downlink or uplink communication, joint inter-CB and channel coding outperforms LDPC-only with 10 - 1000 times reliability gain in the presence of interfering signals.
Observation 3: When DMRS is affected by interference, joint inter-CB and channel coding can lower the error floor for downlink or uplink communication. 
Proposal 1: Study in support of erasure correction, inter-CB coding for data channels as a candidate technique for channel coding enhancement.
Proposal 2: RAN1 to focus its work on inter-CB coding on the following aspects:
· Analyse and identify scenarios where inter-CB coding as an outer code to LDPC channel coding is beneficial
· Study design options and coding operations for enabling inter-CB operation as an outer code to LDPC.
· Study specifications impacts for the identified scenarios and design options.

	Apple
	Proposal 13: It is proposed to consider packet level coding of code blocks to improve both retransmission rate and spectral efficiency.

	KT Corp.
	Observation 1: The parity‑CB‑based approach demonstrates higher HARQ efficiency compared to conventional CBG‑based retransmission.
Proposal 1: Study the introduction of outer coding for the 6GR data‑channel coding chain, at least to improve HARQ retransmission efficiency.

	Lenovo
	Proposal 5: Evaluate optimized interleaver designs and refined bit-to-symbol mapping to support enhancements of LDPC data channel coding for higher order modulation schemes (e.g 1024-QAM, 4096-QAM).

	Jio Platforms
	Proposal 2: RAN1 to study LDPC enhancements jointly across the coding chain (segmentation/CRC, encoding structure, rate matching, and decoding), and to report the impact on the number of code blocks and processing latency for representative 6G peak-rate configurations.
Observation 12: For some 6G scenarios, improvements beyond the inner LDPC code (e.g., inter-CB/packet-level coding or iterative receiver operation) may provide meaningful robustness gains that are not captured by AWGN-only LDPC BLER comparisons.
Proposal 10: RAN1 to include, at least as a study item, chain-level enhancements (inter-CB / packet-level coding and iterative receiver considerations) for 6GR, and to identify representative evaluation scenarios beyond AWGN where such gains are relevant.

	Qualcomm 
	[bookmark: _Ref220675020][bookmark: _Ref210381195]Proposal 3: Study LDPC code enhancements optimized for higher order modulation (including the SBPM bit mapping) in 6GR. 



Summary of inputs
In RAN1#124, 9 sources (vivo, LGE, NEC, InterDigital, Lenovo, ZTE, Apple, Jio Platforms, KT. Corp) discussed the solutions for 6G data channel coding chain enhancements. Companies’ views are summarized as below.
· 6 sources (LGE, InterDigital, KT Corp., ZTE, Apple, Jio Platforms) discussed inter-CB coding and observed that in the case of large transport block transmission, e.g., for high throughput, increased bandwidth, etc., the number of code block within one transport block increases. In this case, inter-CB coding is proposed by companies to improve performance. 
· 5 sources (vivo, NEC, Lenovo, ZTE, Qualcomm) discussed to enhance the bit interleaver to further improve the performance by exploiting the bit reliability within modulation symbol, frequency diversity gain or inter-layer quality imbalance. 
· 1 source (Qualcomm) suggested studying LDPC code design for iterative receivers.
Discussion
Based on companies’ discussion, FL observes the evaluation results provided by proponent companies for data channel coding chain enhancements (including inter code block coding, bit interleaver enhancement, etc.) show BLER and/or throughput performance gain. Therefore, the FL proposal for data channel coding chain enhancements is as below.
Round 1,2
Proposal 3.3-v1
Proposal 3.3-1-v1: For the study of 6G data channel coding chain enhancements, proponent is encouraged to provide at least the following
· Details and expected spec impact of data channel coding chain enhancements
· Evaluation metrics, including BLER/throughput performance
· Other metrics can be also reported 
· Evaluation assumptions, including at least 
· Channel type
· Resource allocation
· Modulation and coding scheme
· Channel estimation method
· Tx/Rx antenna configuration

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	It would be useful to elaborate on the definition of 'throughput' here. Does this relate to HARQ retransmission success rate? Or does it relate to practical implementation Gbit/s? The number of MIMO layers and the nature of any multi-user scenarios should also be reported.

	CSCN
	The discussion on the data channel coding chain should first clarify which modules should be included in the analysis. Currently, at minimum, the typical BICM components—namely modulation, channel coding, intra-code block interleaving, and inter-code block interleaving—must be addressed. Whether other modules (e.g., channel equalization) should be incorporated requires explicit clarification.
Subsequently, a detailed definition of overall complexity (including both computational complexity and latency) must be established. While techniques such as interleaving, inter-code block encoding, and iterative joint detection/decoding can improve performance, the acceptable cost-benefit trade-off needs explicit quantification.
This raises critical implementation questions, such as:
· Whether further reduction of the LDPC maximum iteration count is necessary
· Whether increasing the CB (Code Block) size for LDPC is justified

	Apple
	We are fine with this proposal.

	NTT DOCOMO
	To study data channel coding chain extensions, at first, clear motivation and justification are needed. Currently, it is not clear for us.

	LGE
	The proposal is good starting point. For evaluation assumptions, fading channels should be considered for evaluation.

	Interdigital
	We are generally supportive of the proposal. However, given that we are writing a new spec for 6GR, we do not really see expected spec impact as a critical aspect at this stage. Performance evaluations are more important at this stage. 

	Samsung
	Details and expected spec. impact on data channel coding chain enhancements should be considered.
Further joint modulation and coding schemes can be studied, but other factors do not need to be investigated, as AWGN and perfect channel estimation are sufficient.

	ZTE, Sanechips
	From our perspective, we consider the intra-CBG interleaver for 6G. The motivation is that current VRB-PRB mapping has the following issues:
For localized VRB-PRB mapping, it is sensitive to frequence-selective fading or UE interference due to consecutive RB allocation for one CB, which causes performance degradation. 
For distributed VRB-PRB mapping, although it can reduce the impact of frequency-selective fading and UE interference to some extent, it still has a limitation on diversity gain due to RB bundle-level interleaving. Besides, it will cause resource fragmentation when multiplexing multiple UEs.
To this end, we combine the interleaver and concept of CBG for our proposed intra CBG interleaving scheme, since CBG is help for packet with large size transmission, such as immersive communication, CBG is capable of reducing the feedback overhead to improve resource efficiency for the system.
According to our evaluation in [R1-2600454], intra-CBG interleaving provides up to ~5dB performance gain, 5%~22% throughput gain.
In addition, we observed that when layer qualities differ significantly (e.g. due to unequal per-layer SNRs or channel gains), the principle of systematic-bit-priority mapping technique in 5G LDPC bit interleaver can be also applied and can provide significant performance gain.

	FL
	Given the input so far, companies are encouraged to further discuss on this.

	Jio Platforms
	Jio supports the FL guidance that proponents should provide: (i) details and spec impact, (ii) BLER/throughput gains, and (iii) clear evaluation assumptions (channel, allocation, MCS, estimation, antenna config). In particular, for inter-CB coding and bit-interleaver enhancements, we suggest throughput be reported at TB level (including code-block segmentation effects) and that the baseline/variant use identical resources and effective code rates to avoid hidden gains from resource changes.

	Nokia
	Enhancements on channel coding chain go beyond the 6G requirements. Given the working assumption, the existing channel coding chain should be used at least within NR range. Considering a different channel coding chain for beyond NR range would increase the implementation complexity.



4 Control channel coding 
4.1 Channel coding on DCI
Summary of observations/proposals
	Spreadtrum
	Proposal 3: If the final maximum DCI payload size exceeds 164 bits, the D-CRC interleaver can be removed and then reuse the existing 1024 sequence for UCI to extend DCI payload upper bound.

	Huawei
	Observation: Confirm the working assumption with revision to reuse NR polar codes for control information within NR range (larger than 11 bits).
[bookmark: _Hlk220697212]Observation: The maximum DCI size in 6GR might be still within the NR payload size range. Even if there is any increase, the maximum DCI size is moderate, e.g., up to 200 bits.
Option 1: Longer DCRC interleaver to support a larger Kmax
[bookmark: OLE_LINK21]Option 2: Scalable DCRC interleaver generation to support arbitrarily large Kmax
[bookmark: OLE_LINK18]Observation: For potential larger DCI payload size, there exist scalable DCRC interleaver generation procedures that can ensure the same NR sequence for the existing DCI payload size region, and also provide future-proof (support arbitrary large Kmax in 6G and beyond).
Observation: For larger DCI payloads, increasing the maximum code length to 1024 bits by reusing the existing 1024 sequence of UCI provides 0.3 to 1.1 dB coding gain.
Observation: High Parameter Sensitivity: Overall performance across different code rates and lengths is exquisitely sensitive to τ. Even minor deviations from the optimal τ value cause substantial performance degradation.
Observation: Increased Construction Complexity: The scheme necessitates complex online computation to construct the information sets based on τ, significantly increasing implementation complexity.
Observation: Inefficient Hardware Utilization: Partial coupling incurs hardware complexity comparable to a longer polar code. If this level of hardware complexity is acceptable, simply doubling the mother code length would provide superior performance without the intricate optimization and sensitivity issues associated with τ.
Observation: The partial polarization coding across two segments of a DCI incurs significantly higher construction complexity. The segmented CRC has a significantly higher FAR than the 6G requirement.

	OPPO
	Observation 3: By following the RAN1 analysis assumptions for Rel-17 DSS and Rel-18 MC-enhancement, the total number of DCI information bits has a good chance to exceed 140 or even 200.   
Proposal 1: Study solutions to increase DCI payload size in 6G, where the principle of the solution should hold against the uncertainty of the exact DCI payload size upper-bound. 
Proposal 2: Study the following schemes of interleaving to enable the maximum DCI payload size to be larger than the one (140+24) in 5G.
· Scheme 1: Follow the legacy design principle to re-define the interleave table (i.e.,  defined in TS38.212) to support a maximum Polar code payload size that is larger than (140+24).
· Scheme 2: Only apply the legacy interleaving over the last (140+24) bits.

	CATT
	[bookmark: OLE_LINK110][bookmark: OLE_LINK187][bookmark: OLE_LINK109][bookmark: OLE_LINK588][bookmark: OLE_LINK174][bookmark: OLE_LINK145][bookmark: OLE_LINK589]Proposal 5: Polar code should be reused for 6G control channel coding.
[bookmark: OLE_LINK179][bookmark: OLE_LINK176][bookmark: OLE_LINK105][bookmark: OLE_LINK106]Observation 9: In the NR DCRC Polar scheme, the early termination rate during decoding failure events can reach nearly 100%. For frames where early termination occurs, the average decoding complexity is reduced by 20% to 50%. Even when the DCI size exceeds 140 bits, the average decoding complexity can still be reduced by approximately 15%.
[bookmark: OLE_LINK107][bookmark: OLE_LINK108][bookmark: _Hlk212837494][bookmark: OLE_LINK180]Observation 10: Under favorable channel conditions, the decoding failure rate for NR Polar codes is low, resulting in an overall low early termination rate. The overall TSCCR achieved by early termination design is often less than 1%. However, this should not be interpreted as an indication that early termination provides negligible gain, especially in scenarios where multiple UEs share common PDCCH transmission resources.
[bookmark: OLE_LINK181][bookmark: OLE_LINK182][bookmark: OLE_LINK183]Proposal 11: Support for early termination should be maintained, reusing the Distributed CRC (DCRC) mechanism as a baseline, if not fully reused.
Proposal 12: Given that the DCRC scheme contributes to a reduction in average decoding complexity, the enhancement of the PDCCH early termination scheme should be considered.

	CMCC, Southeast University
	Proposal 1: For the DCI with payload sizes beyond NR range, the following enhancements of polar codes can be considered in 6GR study:
· Extend the maximum mother code length of polar codes to 1024 for DCI.
· Introduce segmentation for DCI.
Proposal 2: For the DCI/UCI with payload sizes beyond NR range, on top of more segments, further enhancements on polar code design, e.g., the Polar-SPC scheme can be considered, where SPC code is applied across the polar-encoded sub-blocks to provide additional error protection across the sub-blocks.

	ZTE
	Observation 28:  In 6G, the DCI size may further increase.
When 6G DCI size exceeds 140bits, segmentation can be considered. 

	vivo
	[bookmark: _Ref213339742]Observation 13: Due to lacking information on the real needs input by other agendas, the motivations to consider a larger DCI payload size cannot be justified by the channel coding agenda alone.
[bookmark: _Ref220687084][bookmark: _Ref213339885]Proposal 8: DCI payload size extension should be discussed and confirmed by other agendas, e.g., control channel design. 
[bookmark: _Ref213339743]Observation 14: From the perspective of latency reduction, there is no motivation to enhance early termination, because
· PDCCH decoding is not the latency bottleneck.
· Early termination does not always happen, and thus PDCCH decoding timeline cannot be shortened for accommodating the worst-case decoding latency.
[bookmark: _Ref210116470]Observation 15: Even if the real TSCCR (considering the probability of receiving a non-intended DCI and the overall TSCCR) is assumed to be as high as 45% all the time, the most optimistic estimate of the overall gain to UE energy saving is negligible as long as a realistic DRX pattern is configured. 
[bookmark: _Ref213339747]Observation 16: From the perspective of UE energy saving, there is no motivation to enhance early termination.
[bookmark: _Ref213339886][bookmark: _Ref210116526]Proposal 9: No clear motivations to enhance early termination design can be justified from the perspective of either latency reduction or UE energy saving.
[bookmark: _Ref210116527]Proposal 10: The evaluation of any DCI early termination design should be referred to the power model established in energy efficiency studies, e.g., TR 38.840, to understand its real gains in UE energy saving.
[bookmark: _Ref210116471]Observation 17: It is feasible to directly extend DCI payload upper bound to, e.g., 200 bits, by removing the D-CRC. 
[bookmark: _Ref220687098]Proposal 11: Depending on the requirements of control channel design, if the DCI payload size is extended to beyond 140 bits, consider the following options:
· Option 1: Reuse the D-CRC interleaver proposed in R15 if payload size is extended up to 200 bits
· Option 2: Design a new D-CRC interleaver for the payload size of more than 200 bits
· Option 3: No D-CRC interleaver

	Samsung
	Observation 29: The 140-bit DCI payload limit is already insufficient to optimally support the advanced NR features including multi-carrier scheduling and sub-band TPMI. Lifting this limit is essential to facilitate advanced MIMO and multi-cell operations.
Observation 30: A direct extension of the existing D-CRC interleaver pattern lacks forward-compatibility and preserves a hard-limit architecture that cannot scale with future system requirements.
Observation 31: The NR D-CRC construction results in a sparse distribution of check bits for small payloads and forces a late first-check position, which together significantly diminishes the potential power-saving benefits of early termination.
Proposal 14: Study a new, scalable polar code construction for DCI that is decoupled from the interleaver-based early termination scheme. The proposed framework should facilitate a more consistent distribution of CRC bits regardless of payload size and provide superior early termination gains by enabling earlier check points during decoding.
Observation 32: Within the NR DCI payload range, proposed ZE polar codes provide more than double the TSCCR compared to the legacy D-CRC mechanism with no loss in BLER performance.
Observation 33: The ZE polar framework is inherently scalable and payload agnostic, allowing for the design study without the need for a finalized maximum DCI payload size.
Proposal 15: Investigate the ZE polar code as an enhanced, scalable polar code solution for 6GR DCI.
Observation 34: PAC codes with zero-padding successfully replace the fixed CRC structure with flexible zero-termination while leveraging additional zero-embedding for consistent, early error detection.
Observation 35: The PAC framework achieves a TSCCR comparable to ZE polar codes while benefiting from the improved weight spectrum inherent to the convolutional pre-transform.
Proposal 16: Investigate PAC codes with zero-padding and zero-embedding as a scalable alternative for 6GR DCI. This solution provides a more flexible parity bit generation mechanism tailored to the potential diverse requirements of 6GR use cases.
Observation 36: The effectiveness of the D-CRC ET mechanism scales poorly with payload size. As DCI payloads expand, the computational complexity savings by the NR interleaver design become increasingly marginal.
Observation 37: CRC interleaving does not provide any discernible BLER improvements. 

	Apple
	Observation 1: In 6G, scheduling is expected to become increasingly joint and multi-cell aware, potentially spanning multiple frequency bands and TRPs under a single control command. Combined with multi-carrier and beam-aware operation, this is expected to drive DCI payload sizes beyond the 5G NR limit of 140 bits, motivating scalable control channel coding solutions for 6G.
Observation 3: A length-512 polar code with repetition can be interpreted as a sub-optimal length-1024 polar code, in which the first half of the input (uncoded) vector is forcibly frozen (set to zero).
Observation 4: The 5G NR PDCCH polar coding scheme, with mother code length capped at , exhibits significant performance degradation as the DCI payload size increases beyond the 5G NR operating range.
Observation 5: In the 5G NR PDCCH operating region, the sub-optimality of using a length-512 polar code with repetition is negligible and is justified by the associated hardware simplicity. However, as the DCI payload size increases beyond this range, the loss in coding gain becomes significant and can translate to more than 2 dB of additional required SNR.
Proposition 1: It is proposed to adopt length- polar codes with enhanced mid-block termination for PDCCH DCI payload sizes beyond the 5G NR operating range.
Proposition 2: It is proposed to use a two-stage DCI decoding procedure for decoding length-1024 polar codes with enhanced mid-block termination in 6G PDCCH, leveraging mid-block termination to reduce unnecessary second-stage decoding attempts.
Proposition 3: It is proposed to use partial CRC snapshotting in length-1024 polar codes with enhanced mid-block termination to maximize backward compatibility with the 5G NR CRC24-aided polar coding framework.
Proposition 4: It is proposed to use a small CRC snapshot segment size of (e.g., ) in the first stage to enable reliable mid-block termination, and a CRC size of  in the second stage to satisfy existing FAR requirements while maintaining maximum backward compatibility with 5G NR polar codes.
Observation 6: The proposed length-1024 polar codes with enhanced mid-block termination outperform the legacy NR polar codes across the entire beyond-NR operating range, providing an SNR gain of approximately 0.15 dB for DCI sizes just above 140 and up to 2 dB for DCI sizes on the order of 400.
Observation 7: PDCCH rate-matching in the region  can be further optimized to better exploit the performance potential of the proposed length-1024 polar coding solution with enhanced mid-block termination.
Observation 8: Length-1024 polar codes with enhanced mid-block termination are well suited for timeline-constrained implementations, achieving near-optimal decoding complexity in both the average-case and worst-case senses.

	Fujitsu
	Proposal 6:
· If a larger payload size of control information is identified for 6G DL, RAN1 considers studying the scalable interleaving design of distributed CRC for DL polar codes.

	Ericsson
	[bookmark: _Toc216858330][bookmark: _Toc220675904]The NR polar coding scheme is quite flexible and can be reused or adapted for potential control channel extension needs, e.g. removing distributed CRC interleaver for PDCCH enables extending DCI payload size to larger than 140 bits (if needed).
[bookmark: _Toc210391746][bookmark: _Toc210315421][bookmark: _Toc210392316][bookmark: _Toc210391787][bookmark: _Toc210315483][bookmark: _Toc210391863][bookmark: _Toc210392319][bookmark: _Toc210313300][bookmark: _Toc210392317][bookmark: _Toc210391939][bookmark: _Toc210391975][bookmark: _Toc210391894][bookmark: _Toc210314626][bookmark: _Toc210315485][bookmark: _Toc210392029][bookmark: _Toc210391865][bookmark: _Toc210392314][bookmark: _Toc210391938][bookmark: _Toc210391748][bookmark: _Toc210313262][bookmark: _Toc210392030][bookmark: _Toc210391976][bookmark: _Toc210391745][bookmark: _Toc210392150][bookmark: _Toc210313337][bookmark: _Toc210392148][bookmark: _Toc210391893][bookmark: _Toc210392028][bookmark: _Toc210391977][bookmark: _Toc210313225][bookmark: _Toc210391866][bookmark: _Toc210392031][bookmark: _Toc210392315][bookmark: _Toc210391864][bookmark: _Toc210391790][bookmark: _Toc210314380][bookmark: _Toc210391940][bookmark: _Toc210315318][bookmark: _Toc210315356][bookmark: _Toc210391788][bookmark: _Toc210315484][bookmark: _Toc210315423][bookmark: _Toc210392146][bookmark: _Toc210315422][bookmark: _Toc210391789][bookmark: _Toc210391892][bookmark: _Toc210392145][bookmark: _Toc210391974][bookmark: _Toc210392147][bookmark: _Toc210391941][bookmark: _Toc210391747][bookmark: _Toc210391895][bookmark: _Toc216858331][bookmark: _Toc220675905]Regarding polar code extension for downlink control channels, DCI payload size extension beyond NR range is feasible from coding perspective with following possible options, with each option providing different complexity-performance trade-off, including on UE blind decoding complexity/ NW scheduling flexibility
e. [bookmark: _Toc220675906]Option 1: Single DCI with maximum payload size (e.g. ~224 bits) larger than NR and DL Polar mother code length of 512
f. [bookmark: _Toc220675907]Option 2: Single DCI with payload (e.g. ~224 bits) larger than NR and DL Polar mother code length of 1024
g. [bookmark: _Toc220675908]Option 3: Single DCI with payload (e.g. ~224 bits) larger than NR segmented into multiple segments (e.g. 2 segments of maximum DL Polar mother code length of 512 each).

	MediaTek
	[bookmark: _Ref205934731][bookmark: OLE_LINK167]Observation 7: Due to the limitation of maximum 140bit payload sizes and the support of only QPSK QAM, the 5G Polar code design for DCI is limited on scheduling flexibility and resource efficiency to support 6G applications.
[bookmark: _Ref213411668]Observation 8: 6G’s wider bandwidth substantially increases DCI FDRA bit requirements and current 140bits limit is not sufficient.
[bookmark: _Ref205934737]Observation 9: The 5G distributed CRC design for DCI delivers limited early termination benefit at the UE, resulting in increased power consumption and latency.
[bookmark: _Ref205934743]Observation 10: The 5G RNTI scrambling mechanism for DCI is not optimized for RNTI-based false alarm rate among UEs with different RNTIs and endanger DCI reliability especially in denser and more demanding 6G scenarios.
Proposal: For 6G DCI payload size >5G limit, study a new data integrity check mechanism with the aim to improve payload size scalability and early termination rate over 5G distributed CRC design
· Note: the necessity of larger DCI payload size than 5G limit and more effective early termination scheme should be confirmed by other agenda
Proposal: Consider following metric and methodology to facilitate early termination rate evaluation
· [bookmark: OLE_LINK194]Early termination rate: 
·  : payload size
· m : number of total data integrity check bits
· : the smallest number of decoded information bits (including data integrity check bits) when none of the candidates in the list can pass the current CRC check(s) after decoding  informations bits
· E[] is estimated under SCL with the assumption of list size=8 and pure AWGN noise is transmitted. 
Proposal: Study new mechanism of RNTI scrambling to reduce RNTI-FA rate for large DCI payload size in 6G
Proposal: For large control payload size, study high order QAM polar code for UCI performance enhancement and DCI SE enhancement. 

	Panasonic
	Proposal 1: If longer payload size is necessary, removing D-CRC and 2-stage DCI could be good candidates for beyond the NR range.

	NTT DOCOMO
	Proposal 10
· [bookmark: _Hlk220350608]The discussion regarding the necessity of larger DCI/UCI payload sizes than those in 5G should be left to the control discussion on AI 10.5.4.1 and 10.5.4.3. Whether to specify control channel coding enhancements related to larger DCI/UCI payload sizes should be determined based on the outcome of control discussion on AI 10.5.4.1 and 10.5.4.3.
· For any agreement/conclusion related to larger DCI/UCI payload sizes, keep “For larger DCI/UCI payload sizes than those in 5G NR, which may/may not be supported,” in the main bullet until concluded in AI 10.5.4.1 and 10.5.4.3.
Proposal 11
· Details of UCI/DCI and its container should be discussed separately in the control discussion on AI 10.5.4.1 and 10.5.4.3. Proposals/agreements/conclusions on AI 10.3.1 do not determine the definition and details of UCI/DCI and its container. The definition and details of UCI/DCI and its container will follow the agreements reached in the control discussion.
· For any agreement/conclusion related to DCI/UCI, add/keep “if treated as layer 1 information” in the main bullet until concluded in AI 10.5.4.1 and 10.5.4.3.
Proposal 16
· For the study of L1 downlink control information beyond the NR payload size range (which may/may not be supported), target range of payload size to be considered in channel coding should be aligned in RAN1
Proposal 17
· For L1 downlink control information beyond the NR payload size range (which may/may not be supported), RAN1 shall study possible solutions below:
· Option 1: Remove the distributed CRC interleaver
· Study whether to apply larger maximum Polar mother code length (up to 1024 bit)
· Option 2: Redefine the distributed CRC interleaver pattern
· Including fully new patterns and patterns leveraging NR design
· Study whether to apply larger maximum Polar mother code length (up to 1024 bit)
· Option 3: Apply code block segmentation
· Option 4: Use a new code construction scheme
· Other options are not precluded

	Qualcomm 
	Observation 10: For broadcast PDCCH, reducing the CRC from 24 bits to 16 bits may provide 1 dB coverage improvement with minimum changes at the transmitter. 
[bookmark: _Ref220675066]Proposal 8: In 6GR, support reduced CRC size (e.g., 16 bit) for broadcast PDCCH and PBCH for coverage enhancement. 

	Fraunhofer IIS, Fraunhofer HHI
	Observation 1: The message bits from a DCI format comprises zero-padding bits, reserved bits and in some cases, bit indices of fixed value, which are typically known to the UE. 
Proposal 1: To improve the reliability of the PDCCH, RAN1 shall study the strategic assignment of “low-priority” bits of a DCI format such as the zero-padded bits, bits with fixed value(s), etc. to bit-indices in the -bit vector for polar encoding based on the reliability of the bit-indices. 



Summary of inputs
In NR, the largest DCI payload size is 140 bits. This limitation is because the interleaver size is 164 (i.e., 140 bits DCI payload+24 bits CRC). 
For control channel coding on DCI beyond NR range
· 12 sources (Spreadtrum, Huawei, OPPO, CMCC, Southeast University, ZTE, vivo, Samsung, Apple, Fujitsu, MediaTek, NTT DOCOMO) discussed the maximum DCI payload size, 
· The maximum DCI payload size could be more than 140 bits: OPPO, CMCC, Southeast University, ZTE, Samsung, Apple, MediaTek
· Indicate TPMI per subband: Samsung
· Single DCI scheduling multiple UEs/cells/PDSCH: OPPO, CMCC, Southeast University, ZTE, Samsung, Apple, MediaTek
· Multi-carrier and beam-aware operation: Apple
· FDRA in DCI is expected to be increased: MediaTek
· The maximum DCI size in 6GR might be still within the NR payload size range: Huawei
· Depend on other agendas: vivo, Ericsson, NTT DOCOMO

· Issue -1: channel coding for DCI payload size >140bits
· 12 sources (Spreadtrum, Huawei, OPPO, CMCC, Southeast University, ZTE, Samsung, Fujitsu, Ericsson, C-DOT, Panasonic, NTT DOCOMO) discussed coding schemes for DCI with payload size beyond 140bits
· Option 1: Code block segmentation: CMCC, Southeast University, ZTE, Ericsson, C-DOT, NTT DOCOMO
· Option 2: Remove interleaver: Spreadtrum, vivo, Samsung, Ericsson, Panasonic, NTT DOCOMO
· Option 3: Revisit/redefine D-CRC interleaver pattern design: Huawei, OPPO, vivo, Fujitsu, NTT DOCOMO, CATT
· Huawei observed that the original D-CRC interleaver in 5G is designed for 200-bit DCI, and scalable design can be applied to larger DCI payload size.
· OPPO suggested applying the legacy D-CRC interleaver over the last (140+24) bits or re-define a larger interleave.
· Option 4: Polar codes with zero-embedding: Samsung
· Samsung observed that proposed ZE polar codes are scalable and provide more than double the TSCCR compared to the legacy D-CRC mechanism with no loss in BLER performance.
· Option 5: PAC codes with zero-padding: Samsung
· Huawei observed that PAC code provides marginal performance gain and bring challenges to reuse NR SCL decoder.
· Samsung observed that PAC codes are scalable and provide comparable TSCCR as ZE polar codes.
· Option 6: Mid-Block Termination-Assisted Polar Codes: Apple
· Huawei observed that the partial polarization coding across two segments of a DCI is sensitive to parameter, incurs higher construction complexity, inefficient hardware utilization, may lead to higher FAR.
· Apple observed that Mid-Block Termination-Assisted Polar Codes (MB-TA Polar codes) provide an SNR gain of approximately 0.15 dB for DCI sizes just above 140 and up to 2 dB for DCI sizes on the order of 400.

· Issue -2: Mother code length
· Use 512-length Polar sequence for DL: Ericsson
· Use 1024-length Polar sequence for DL: Spreadtrum, Huawei, CMCC, Southeast University, Ericsson, Apple
· Huawei observed 0.3 to 1.1 dB gain from  over NR design, with payload sizes ranging from 141 to 300 bits.
· Apple observed that Mid-Block Termination-Assisted Polar Codes (MB-TA Polar codes) provide an SNR gain of approximately 0.15 dB for DCI sizes just above 140 and up to 2 dB for DCI sizes on the order of 400.
· Issue -3: PDCCH early decoding termination
· 6 sources (Huawei, CATT, vivo, Samsung, Apple, MediaTek) discussed PDCCH early decoding termination for DCI beyond NR range
· Option 1: Apply a longer/enhanced D-CRC interleaver pattern: Huawei, CATT
· Huawei pointed out that the original D-CRC interleaver in 5G is designed for 200-bit DCI 
· Option 2: Mid-Block Termination-Assisted Polar Codes: Apple
· Huawei observed that the partial polarization coding across two segments of a DCI is sensitive to parameter, incurs higher construction complexity, inefficient hardware utilization, may lead to higher FAR.
· Apple pointed out that with mid-Block Termination-Assisted Polar Codes a small CRC snapshot segment size of (e.g., ) in the first stage should be used to enable reliable mid-block termination, and a CRC size of  in the second stage to satisfy existing FAR requirements.
· Option 3: Polar codes with zero-embedding: Samsung
· Samsung observed that proposed ZE polar codes are scalable and provide more than double the TSCCR compared to the legacy D-CRC mechanism with no loss in BLER performance.
· Option 4: PAC codes with zero-padding: Samsung
· Huawei observed that PAC code provides marginal performance gain and bring challenges to reuse NR SCL decoder.
· Samsung observed that PAC codes are scalable and provide comparable TSCCR as ZE polar codes.
· Option 5: new data integrity check mechanism: MediaTek
· Option 6: unnecessary to enhance: vivo, 
· vivo observed that the overall UE energy saving gain from D-CRC is negligible if a realistic DRX pattern is configured.

· Issue 4: higher modulation order
· 1 source (MediaTek) discussed higher modulation order
· MediaTek observed that the 5G Polar code design for DCI limits scheduling flexibility and resource efficiency due to the limitation of maximum 140bit payload sizes and the support of only QPSK.
· Issue 5: RNTI FAR issue
· 1 source (MediaTek) discussed RNTI FAR issue for DCI
· MediaTek observed that the probability of sending a DCI to one of the UE (target UE) but mistakenly detected by any of 10 other UEs is between .
· Issue 6: CRC overhead
· 1 source (Qualcomm) discussed to reduce CRC size for DCI
· Qualcomm observed that for broadcast PDCCH, reducing the CRC from 24 bits to 16 bits may provide 1 dB coverage improvement with minimum changes at the transmitter.

Discussion
Round 1,2
Based on companies’ input, FL observes that the proposed motivations for DCI channel coding enhancement include larger payload size, early termination for PDCCH decoding, higher modulation order, RNTI FAR improvement, CRC overhead. FL encourages companies to discuss the issues such as higher modulation order, RNTI FAR improvement, CRC overhead. However, considering the status, FL doesn’t plan to discuss them in this meeting.
The enhancements on DCI with payload size larger than 140 bits and early termination are relevant to each other, thus, the corresponding options are incorporated into one proposal. 
Therefore, FL has following proposals.
Proposal 4.1-1-v1
Proposal 4.1-1-v1: For Polar code for DCI with payload size larger than NR range (i.e., larger than 140bits), the maximum mother code length is down-selected from the following options
· Option 1: 512
· Option 2: 1024
Note: The necessity of DCI payload size larger than NR range needs to be confirmed by other agenda(s)

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	Agree that these two options are sufficient to enable a wide variety of solutions to be explored.

	Xiaomi
	We still feel a bit reluctant to discuss this topic, but if there is really a need to make conclusion, we can make 512 as baseline with the note saying the number 512 can be revisited in case there is a drastic increase of DCI payload size motivating new designs. We don’t need to mention option 2 at all unless the discussion in other agendas triggered such a new design.

Working assumption
For Polar code for DCI with payload size larger than NR range (i.e., larger than 140bits), the maximum mother code length is 512
Note 1: The necessity of DCI payload size larger than NR range needs to be confirmed by other agenda(s).
Note 2: Revision of maximum mother code length can be done if there is a strong need identified.


	vivo
	We think there are no other choices except 512 and 1024. It is not necessary to have this proposal.

	Apple
	We support option 2. However, our proposed length-1k solution utilizes an enhanced mid-block detection scheme to ensure UE can decode longer codewords with the existing 5G NR hardware. Our proposed solution utilizes the length-1k polar frozen sequence and the 24-bit CRC that are currently employed in 5G NR, which provides maximum backward compatibility. 

	CMCC	
	We support Option 2 and the same 5G polar sequence as UL can be used for DL.

	NTT DOCOMO
	Identifying these options is OK. We believe that we are not yet at the phase where a down‑selection of the technical details of DCI channel coding should be conducted. First, we need to analyze each option (including their pros and cons) and have sufficient discussion before performing any down‑selection.
From the perspective of the existing polar encoder(/decoder) for DCI, a key point for us can be whether Option‑2 would have a significant impact on the existing polar encoder(/decoder) for DCI. However, the details of this impact are not clear to us at this moment, and we think that further information about this is needed.

	LGE
	Slight preference to increase mother code size of 1024.

	Samsung
	Agree to identify the two options. 
Since the mother code size is determined according to the aggregation level, selection of N_max critically affects the performance. And, the length-1024 polar sequence is already available. It does not necessitate any design efforts. 

	FL
	Given the input so far, companies are encouraged to further discuss on this.

	Jio Platforms
	Prefer 1024 (support studying both)



Proposal 4.1-2-v1
Proposal 4.1-2-v1: For Polar code for DCI with payload size larger than NR range (i.e., larger than 140bits), the following options are identified for down-selection
· Option 1: Code block segmentation
· Option 2: Remove interleaver
· Option 3: Revisit/redefine D-CRC interleaver pattern
· Option 4: Mid-Block Termination-Assisted Polar Codes
· Option 5: Polar codes with zero-embedding
· Option 6: PAC codes with zero-padding
· Option 7: New data integrity check mechanism
Note: The necessity of DCI payload size larger than NR range needs to be confirmed by other agenda(s)

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	If it is determined that the maximum payload size is no greater than 200 bits, then the 200-bit D-CRC scheme from the 5G standardisation process should be used as a baseline for comparison. A lot of work was invested into the design of that scheme and there is no need to reinvent it.

	Xiaomi
	Although we understand the spirit and intention and this proposal, we believe these solutions do not mirror well with UCI agreement, too exhaustive.

	vivo
	For Option 2, it should be “No D-CRC interleaver”. Generally not agree with this proposal, because it is too early to dive into the details of the Polar code design before the necessity is justified.

	Apple
	We propose utilizing length-1k polar codes with an enhanced mid-block detection scheme to enable the reuse of the existing decoding hardware for longer polar codes. Option 4 is not drastically different from 5G NR as it utilizes all the existing components in 5G NR polar codes and provides backward compatibility. 

	CMCC
	We support Option 1.

	NTT DOCOMO
	Identifying the options for down‑selection as in this proposal seems OK for us. However, considering the impact on the specification and implementation, we would prefer to deprioritize Option‑6 and Option‑7.

	Samsung
	It is indeed beneficial to enumerate all possible options so that companies can understand each other better. 
However, in order to narrow down diverging solutions and avoid circular discussion, we must determine whether early termination is supported in 6GR or not.
This is because all the above solutions can be divided into two large categories:
1. Proposals to support larger DCI payloads with enhanced early termination
2. Proposals to support larger DCI payloads regardless of early termination functionality 
Moreover, a clear distinction regarding early termination must be made such that early termination refers to intermediate termination of the decoding process when all list candidates are projected to fail the CRC check at the end.

	ZTE, Sanechips
	We are open to study option 1 or option 3. From our perspective, the direct way for DCI beyond NR range is to use the similar design logic for UCI, that is the code block segmentation, and each code block is encoded and decoded independently. For Option 3, we are open to consider it, which is similar with the design within NR range.
For Option 2, we think further study is needed to justify and evaluate the impact of removing the D-CRC.
For Option 4 to Option 6, we think it should be justified that 6G polar code would not increase complexity, processing delay, BLER/FAR performance impact.

	FL
	Given the input so far, companies are encouraged to further discuss on this.

	Jio Platforms
	We suggest prioritizing NR-evolution options first (option 1 and option 3)

	Nokia
	Some options are over optimization beyond the need of 6G requirements and we don’t think it’s a good idea to agree on down selection now. They can be listed as identified in this meeting for further discussion.

	Samsung
	If early termination is preserved in 6GR, we prefer to deprioritize Option 3. Option 3 is the major culprit of the NR hard-limit on DCI payload size. 
Re-use of the D-CRC interleaving mechanism will introduce another constraint, and the resulting system will face the very same problem.




4.2 Channel coding on UCI
Summary of observations/proposals
	Nokia
	[bookmark: _Toc220665003][bookmark: _Toc220576102]Observation 2: NR range of UCI payload is sufficient for 6G needs. Any extension beyond NR range should be well justified, taking into account further inputs from other agenda items.
Proposal 4: For the study of UCI segmentation for UCI payload beyond NR range, the number of segments should be designed by taking into account the code rate and information length as well as the encoding and decoding complexity.

	Huawei
	Observation: A simple and unified segmentation rule is sufficient to achieve close-to-optimal CB segmentation for larger UCI payload size (>1706 bits).
[bookmark: _Hlk212281911]Proposal: If the maximum UCI payload size would exceed 1706 bits, adopt the proposed multi-CB segmentation solutions for UCI payload larger than 1706bits: 
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Observation: Polar codes with non-systematic outer coding provide marginal performance gain for larger block length and bring challenges to reuse NR SCL decoder.

	CATT
	[bookmark: OLE_LINK97][bookmark: OLE_LINK98][bookmark: OLE_LINK165]Observation 3: The NR segmentation rule results in significant performance loss up to about 0.5dB over AWGN channel and does not effectively estimate the crossover point between segmented and non-segmented performance.
Observation 4: Performance degradation is observed for large UCI payload size, even when the size does not exceed 1706.
Proposal 6:  NR segmentation rules should be re-optimized based on simulation results and only applied when a clear performance advantage is demonstrated. 
Proposal 7: Segmentation schemes with more than two segments should be considered, both to better support larger UCI in 6G and to improve performance for size below 1706.
[bookmark: OLE_LINK100][bookmark: OLE_LINK99][bookmark: OLE_LINK170]Observation 5: NR segmentation scheme suffers significant performance loss and is not a robust solution for UCI segmentation.
Observation 6: Compared to NR segmentation scheme, Scheme 2 demonstrates better performance without increasing complexity for R>0.2.
Proposal 8: The following two-segment rule based on linear function should be used for UCI segmentation
 If R<=1/5
Ksegthr=360
Else if R>1/5 
Ksegthr=832*R+200
End
[bookmark: OLE_LINK171][bookmark: OLE_LINK172]Observation 7: Enhancement of segmentation by increasing the number of segments can improve BLER performance significantly for large UCI payload size within NR range compared with the NR segmentation scheme, with the gain ranging from 0.43 dB to 1.88 dB at BLER=1e-2 across all examined cases.
Proposal 9: Segmentation scheme with >=2 segments should be considered for size below NR range.
[bookmark: OLE_LINK158][bookmark: OLE_LINK159][bookmark: OLE_LINK134][bookmark: OLE_LINK139][bookmark: OLE_LINK135][bookmark: OLE_LINK138][bookmark: OLE_LINK136][bookmark: OLE_LINK137]Observation 8: The proposed multi-segment scheme optimizes the number of segmentations close to that of the near-optimal strategy at high coding rates (e.g., 0.8), while requiring fewer segments with tolerable performance loss (about 0.1 dB) at low code rates (e.g., 0.18).
[bookmark: OLE_LINK173][bookmark: OLE_LINK175]Proposal 10: For UCI payload sizes beyond the NR range, multi-segment schemes should be considered with joint optimization of the number of the segmentation and performance–complexity trade-off.

	CMCC, Southeast University
	Proposal 1: For the DCI with payload sizes beyond NR range, the following enhancements of polar codes can be considered in 6GR study:
· Extend the maximum mother code length of polar codes to 1024 for DCI.
· Introduce segmentation for DCI.
Proposal 2: For the DCI/UCI with payload sizes beyond NR range, on top of more segments, further enhancements on polar code design, e.g., the Polar-SPC scheme can be considered, where SPC code is applied across the polar-encoded sub-blocks to provide additional error protection across the sub-blocks.

	Xiaomi
	Observation 1. 5G RM code leads to inevitable link level error floor even with ML detector for various setups in K = 6 - 11 bits high code rate region (e.g. >=1/2), and fails to meet the guaranteed reliability design target of 6GR small block code.

Observation 2. 5G RM code comes with more than 1 dB link level performance component of coverage gap compared with proposed sequences for low code rate setup and fails to meet the fulfilled coverage design target of 6GR small block code.
Proposal 1. RAN1 concludes NR RM code exhibits justifiable drawbacks in meeting the guaranteed reliability and fulfilled coverage design targets. Details include
· Decoding error floor
· Link level performance gap when meeting coverage target
Proposal 2. For the evaluation of candidate solutions and NR RM code baseline in terms of guaranteed reliability and fulfilled coverage design targets, BLER vs SNR metric is adopted taking the evaluation assumptions for AWGN and fading channels in appendix as starting point.

	ZTE
	Observation 29:  Performance degradation is serious if UCI payload size further increases (i.e., larger than 1706 bits) when using the 5G polar code with 2 segments.
Observation 30:  Due to excessive repetition caused by the limitation on the number of segments, performance degradation is observed for UCI within NR range, i.e., from 1000 bits to 1706 bits.
Observation 31:  Within the 5G range: when the information length ranges from 1024 to 1706bits, increasing the number of segments outperforms 5G segmentation at a target BLER of 0.01. The observed gains are
· Code rate 1/12: 0 .42– 2.11 dB
· Code rate 1/6: 0.31 – 2.04dB
· Code rate 1/3: 0.57 – 2.17 dB
· Code rate 1/2: 0 – 1.86dB
· Code rate 2/3: 0 – 1.34 dB
· Code rate 3/4: 0 – 0.63 dB
Observation 32:  Beyond the 5G range: when the information length ranges from 1706 to 2000bits, increasing the number of segments outperforms 5G segmentation at a target BLER of 0.01. The observed gains are
· Code rate 1/12: 2.17– 5.03 dB
· Code rate 1/6: 2.11 – 5.03dB
· Code rate 1/3: 2.30 – 5.06 dB
· Code rate 1/2: 1.96 – 4.95dB
· Code rate 2/3: 1.44 – 5.09 dB
· Code rate 3/4: 0.66 – 4.19 dB
· Code rate 5/6: 0 – 3.25 dB
Observation 33:  The performance degradation gradually decreases as the maximum number of segments increases. The observed degradation for different limits on the segment count is as follows:
· For Cmax = 4, the maximum performance degradation is approximately 0.46 dB when the information length ≤ 2000, and approximately 1.42 dB when information length ≤ 2992;
· For Cmax = 6, the maximum performance degradation is approximately 0.17 dB when information length ≤ 2000, and approximately 0.51 dB when information length ≤ 2992;
· For Cmax = 8, the maximum performance degradation is approximately 0.10 dB when information length ≤ 2000, and approximately 0.24 dB when information length≤ 2992.
For enhancement on large UCI channel coding, the maximum number of segments needs to be discussed considering the tradeoff between performance and latency/complexity.

	vivo
	[bookmark: _Ref220687012]Observation 18: There are no valid cases with UCI payload sizes exceeding 1706 bits. Even if UCI payload size exceeds that limit, NR has specified the dropping rules and work well. 
[bookmark: _Ref220687015]Observation 19: As more advanced CSI compression and transmission schemes are expected to come out, such as JSCCM (Joint source-channel coding and modulation), the CSI report overheads can be greatly reduced in 6GR, or even does not need channel coding.
[bookmark: _Ref220687102]Proposal 12: Deprioritize the study of potential Polar coding enhancements to support larger UCI, unless clear and convincing motivations are justified, such as by other agendas.

	LGE
	Observation 5: There is room for performance enhancement within NR range when we allow more than 2 segments.
Observation 6: Performance benefit can be shown by allowing more than 2 segments beyond NR range. 

	NEC
	Observation 2: Supporting more than two segments for large Polar code payloads exceeding 1706 bits introduces significant challenges for existing CRC, buffer management, and interleaving architectures due to potential cross-segment data dependencies and LLR distribution imbalances.
Proposal 3: Investigate the interaction between CRC architecture, bit-interleaving, and segmentation for Polar codes when using more than two segments. The study should focus on isolating segment dependencies for parallel decoding, optimizing sub-block interleaving for circular buffer management, and designing resource mapping strategies to ensure frequency diversity across segments.

	Samsung
	Observation 16: 6GR systems may require larger UCI payload sizes in order to support richer CSI and multi-purpose feedback for new use-cases and advanced features.
Observation 17: As the UCI payload size grows, NR’s limited scalability from the combination of  and restricted CB segmentation will increasingly cause repetition-dominant rate-matching and eventually prevent support of payload sizes beyond the intrinsic structural upper bound.
Observation 18: Exhaustively optimizing and tabulating segmentation thresholds for all combinations of  through computer simulations is impractical and unlikely to converge in standardization.
Proposal 10: RAN1 should study an extended segmentation framework for large UCI payloads, based on a simple algorithmic rule that selects the number of code blocks from the input parameters, targeting near-optimal performance across broad configurations. 
Observation 19: In an extended segmentation framework, simultaneous use of  and  for segment selection is sub-optimal. 
Observation 20: In low-rate regimes, the penalty of increased CRC overhead and the potential reduction in the mother code size outweighs the benefits of performing less repetition. Therefore, segmentation driven by the payload size  is sufficient.
Observation 21: At moderate-to-high code rates, performance is determined by the trade-off between repetition-dominant and shortening/puncturing-dominant rate matching. The optimal CB number is the one sitting at the superior side of the performance crossover point.
Observation 22: While a fixed payload threshold  is sufficient for low rates, the  for higher rates should be rate-dependent to accurately track the shifting crossover points between rate-matching schemes across different configurations. 
Observation 23: The proposed segmentation method yields stable and near-optimal error-correction performance across the entire evaluation range of payload sizes and code rates.
Observation 24: By employing a rate-dependent , the proposed segmentation framework achieves higher granularity in segmentation counts than conventional static-threshold methods, which results in superior error-correction performance particularly in moderate-to-high rate configurations. 
Proposal 11: We propose that RAN1 investigate an extended polar code segmentation framework that utilizes a following approach:
· Regime bifurcation: A rate threshold  distinguishes between payload-dependent and output-length-dependent segmentation.
· Dynamic thresholding: A rate-adaptive coded length threshold  that decreases as the rate increases to optimize the balance between repetition and shortening/puncturing schemes.
Observation 25: Appending a full-length CRC to every segment in a multi-CB system leads to linear overhead growth. This results in a non-negligible and unnecessary rate loss because the aggregate FAR for the overall UCI payload becomes significantly conservative than required as  increases.
Observation 26: The statistical independence between each CB decoding allows the system to satisfy an overall FAR target with shorter CRC.
Proposal 12: RAN1 should investigate an efficient overhead-reducing error-detection scheme where the CRC length per segment is adaptively determined based on the total segment count. This will further enhance the error-correction performance under extended segmentation without sacrificing the overall FAR.
Observation 27: In the NR system, the segmentation constraint causes a severe performance penalty of up to 4~5 dB for large payloads. 
Observation 28: Because segmentation is an architectural pre-processing step, the proposed method can be implemented as a logic update without modifying the NR polar code at all.
Proposal 13: RAN1 should consider applying an extended segmentation framework to the entire range of payload sizes, covering both existing NR ranges and expanded 6GR ranges. By replacing the NR segmentation rule, the unified approach will eliminate unavoidable performance discontinuities and provide immediate SNR gains.

	Apple
	Observation 2: UCI payload sizes are expected to increase in 6G due to advanced MIMO configurations, wider bandwidths, and enhanced CSI reporting requirements; therefore, 6G PUCCH channel coding should be designed with scalability in mind to efficiently support larger payloads.
Proposition 5: For 6G PUCCH, to enable a fair comparison among different UCI segmentation solutions, the per-segment block error rate requirements should be adjusted such that the resulting overall payload-level BLER is maintained at a comparable level.
Observation 9: A modest increase in the number of UCI segments does not have a significant impact on the overall FAR and therefore does not necessarily require adjusting the CRC size on a per-segment basis.
Observation 10: Under a fair payload-level BLER comparison, three-segment UCI transmission outperforms two-segment UCI transmission for payload sizes . The corresponding SNR gain increases to approximately 0.5 dB for  and exceeds 1.5 dB once the UCI payload size surpasses the 5G NR limit of 1706 bits.
Observation 11: The primary factor determining the transition from two to three UCI segments is the payload size . The number of resource elements and the target BLER have little to no impact on this comparison, provided that both schemes operate in the repetition region of the rate-matching.
Proposition 6: It is proposed that 6G PUCCH support more than two UCI segments for payload sizes exceeding 1200 bits.

	Fujitsu
	Proposal 4:
· If more than 2 segments are supported in 6G polar code, RAN1 needs to consider performance-complexity tradeoff, and the restriction on the maximum number of CB segments.
Proposal 5:
· If more than 2 segments are supported in 6G polar code, RAN1 needs to consider the CRC overhead reduction, e.g., restriction on the number of CB segments or two-level CRC design.

	Ericsson
	[bookmark: _Toc220675901][bookmark: _Toc216858329]Regarding polar code extension for uplink control channels, 
h. [bookmark: _Toc220675902]Whether the UCI payloads would exceed the NR range (e.g. 1706 bits payload) is unclear and there exist alternate solutions that do not require increase of Polar code complexity.  
i. [bookmark: _Toc220675903]For potential L1 UCI payload sizes larger than NR (i.e. > 1706 bits), more than 2 segments and ≤ 6 segments can offer improved BLER performance at the cost of increased decoding complexity and latency.  

	MediaTek
	 Proposal: For large UCI payload size, study the impact of more payload segmentations, including encoding/decoding latency and complexity
· Note: The necessity of UCI with payload size larger than NR range on L1 control information needs to be confirmed by other agenda(s)

	Lenovo
	Observation 8: The 5G NR segmentation rule was proven effective for the NR range both in terms BLER performance and decoding/encoding latency and complexity.
Observation 9: Large number of segments will induce more decoding latency and more CRC-overhead.
Proposal 6: Consider the new segmentation rule only for beyond NR range transport block sizes
Proposal 7: RAN1 to further consider enhancements related to CRC overhead and decoding latency reduction when the number of segments is large.

	Panasonic
	Proposal 2: For more than 2 segments of UCI, upper bound of UCI size is necessary.

	NTT DOCOMO
	Proposal 10
· The discussion regarding the necessity of larger DCI/UCI payload sizes than those in 5G should be left to the control discussion on AI 10.5.4.1 and 10.5.4.3. Whether to specify control channel coding enhancements related to larger DCI/UCI payload sizes should be determined based on the outcome of control discussion on AI 10.5.4.1 and 10.5.4.3.
· For any agreement/conclusion related to larger DCI/UCI payload sizes, keep “For larger DCI/UCI payload sizes than those in 5G NR, which may/may not be supported,” in the main bullet until concluded in AI 10.5.4.1 and 10.5.4.3.
Proposal 11
· Details of UCI/DCI and its container should be discussed separately in the control discussion on AI 10.5.4.1 and 10.5.4.3. Proposals/agreements/conclusions on AI 10.3.1 do not determine the definition and details of UCI/DCI and its container. The definition and details of UCI/DCI and its container will follow the agreements reached in the control discussion.
· For any agreement/conclusion related to DCI/UCI, add/keep “if treated as layer 1 information” in the main bullet until concluded in AI 10.5.4.1 and 10.5.4.3.
Proposal 14
· For the study of L1 uplink control information beyond the NR payload size range (which may/may not be supported), target range of payload size A and rate‑matching output sequence length E to be considered in channel coding (e.g., CB segmentation rule) should be aligned in RAN1
Observation 4
· Regarding code block segmentation for L1 uplink control information beyond the NR payload size range, the following points can be observed
· When the mother polar code length is fixed to 1024 bits as in NR, increasing the payload size A would require segmentation into a larger number of code blocks in order to maintain the optimal error rate performance
· If A=2000 bit, 3-6 segmentations may be appropriate
· If A=3000 bit, 4-9 segmentations may be appropriate
· Increasing the number of segmented code blocks may lead to implementation or operational complexity (e.g., larger scale of CB buffers) which could become a concern from an implementation‑feasibility perspective and should be taken into account
Proposal 15
· For the study of L1 uplink control information beyond the NR payload size range (which may/may not be supported), RAN1 shall study the detailed extension of CB segmentation rule
· Discuss the number of segmented CBs and the segmentation rule from the perspectives of BLER performance and processing/implementational complexity

	LGE
	Observation 5: There is room for performance enhancement within NR range when we allow more than 2 segments.
Observation 6: Performance benefit can be shown by allowing more than 2 segments beyond NR range. 



Summary of inputs
In RAN1#124 meeting, companies’ views on 6GR UCI channel coding are summarized as below:
For control channel coding on UCI within NR range
· 7 sources (CATT, CMCC, Southeast University, ZTE, LG, Samsung, Apple) observed BLER performance degradation even when UCI payload size does not exceed 1706 bits due to excessive repetition.
· 8 sources (Huawei, CATT, CMCC, Southeast University, ZTE, LG, Samsung, Apple) discussed coding schemes for UCI with payload size within 1706 bits.
· Option 1: use NR design: Huawei, 
· Option 2: more than 2 segments for UCI payload size within NR range: CATT, CMCC, Southeast University, ZTE, LG, Samsung, Apple
· CATT observed that applying the NR segmentation rule leads to performance losses of up to 0.5 dB.
· ZTE observed that for information lengths ranging from 1024 to 1706 bits, BLER gains by increasing the number of segments at a target BLER of 0.01 is up to 2.17dB.
· Samsung observed that the segmentation constraint causes a severe performance penalty of up to 4~5 dB for large payloads in the NR system.
· Apple observed that three-segment UCI transmission outperforms two-segment UCI transmission for payload sizes .
· Option 3: optimize NR segmentation rules: CATT
· CATT observed that the 5G NR segmentation rule results in up to about 0.5dB performance loss over AWGN channel.

For control channel coding on UCI beyond NR range,
· 9 sources (Nokia, vivo, Ericsson, Lenovo, Samsung, ZTE, Apple, MediaTek, NTT DOCOMO) provided the views regarding the maximum UCI payload size in 6G, 
· the maximum UCI payload size may exceed 1706 bits: Samsung, ZTE, Apple, Lenovo
· increase the CSI feedback payload size by deployments of wider bandwidths: Apple, Lenovo
· [bookmark: _Hlk214035182]increase the CSI feedback payload size by MIMO systems with more antenna ports: Samsung, ZTE, Apple, Lenovo
· increase CSI ports with non-AI/ML and AI/ML feedback methods: Samsung, Apple
· depend on other agendas: Nokia, vivo, Ericsson, MediaTek, NTT DOCOMO

· 7 sources (CATT, LGE, Ericsson, Lenovo, Samsung, ZTE, Apple) observed performance degradation for larger UCI payload size.
· Issue 1: The maximum numbers of segments
· 11 sources (Nokia, Huawei, CATT, NEC, Fujitsu, Ericsson, Lenovo, ZTE, Apple, MediaTek, NTT DOCOMO) provided the views regarding the maximum numbers of segments for large UCI,
· The maximum numbers of segments should be designed by considering performance-complexity trade-off: Nokia, CATT, NEC, Fujitsu, Ericsson, Lenovo, ZTE, Apple, MediaTek, NTT DOCOMO
· Nokia observed that increasing the number of segments from  to  or  brings performance benefits. But the number of segments should be designed by considering the code rate and information length as well as the encoding and decoding complexity.
· Ericsson observed that more than 2 segments and ≤ 6 segments can offer improved BLER performance at the cost of increased decoding complexity and latency.
· ZTE observed that when information length ≤ 2992, the performance degradation is up to 1.42 dB, 0.51dB, or 0.24 dB with Cmax = 4, Cmax = 6, or Cmax = 8, respectively, compared to the optimal performance.
· Apple claimed the impact of increasing the number of segments on receiver complexity must also be addressed.
· For UCI within NR range, the maximum number of segments is 2; for UCI beyond NR, use more segments: Huawei, Lenovo
· Issue 2: Segmentation scheme for UCI with payload size beyond 1706 bits
· 11 sources (Huawei, CATT, CMCC, Southeast University, Ericsson, C-DOT, Lenovo, Samsung, ZTE, Apple, LG) discussed coding schemes for UCI with payload size beyond 1706 bits,
· Huawei proposed a unified segmentation rule to achieve close-to-optimal CB segmentation for larger UCI payload size (>1706 bits)
· CATT observed that multi-segment scheme optimizes the number of segmentations close to that of the near-optimal strategy at high coding rates (e.g., 0.8), while requiring fewer segments with tolerable performance loss (about 0.1 dB) at low code rates
· CMCC, Southeast University observed that applying SPC code across the polar-encoded sub-blocks can provide cam provide up to 5.5dB gain when information size is no larger than 2000.
· ZTE observed that for information lengths ranging from 1706 to 2000 bits, BLER gains by increasing the number of segments at a target BLER of 0.01 can be up to 3.25 dB
· Samsung observed a rate-dependent segmentation scheme results in better error-correction performance particularly in moderate-to-high rate configurations.
· Apple observed that the corresponding SNR gain increases to approximately 1.5 dB once the UCI payload size surpasses the 5G NR limit of 1706 bits.
· Issue 3: Higher modulation order
· MediaTek discussed higher modulation order for UCI performance enhancement. 
· Issue 4: CRC length 
· Option 1: CRC length per segment is adaptively determined based on the total segment count: Samsung
· Option 2: It does not necessarily require adjusting the CRC size on a per-segment basis: Apple
· Option 3: TB-CRC+CB-CRC: Fujitsu
Discussion
Based on companies’ input, FL observes that companies provided detailed solutions for Polar code with UCI payload beyond NR range, higher modulation order, and CRC length. FL encourages companies to discuss the issues such as higher modulation order, CRC length. However, considering the status, FL doesn’t plan to discuss them in this meeting.
Regarding the detailed segmentation solution for large UCI payload size, companies discussed the trade-off between the maximum number of segments and decoding complexity/latency, which may also have impact on segmentation rule and can be discussed first. Based on companies’ input, FL has the following proposal. 
Round 1,2
Proposal 4.2-1-v1
Proposal 4.2-1-v1: For Polar code design for UCI with payload size larger than NR range (i.e., larger than 1706 bits), the maximum number of segments is C.
· FFS the details of C.
Note: The necessity of UCI payload size larger than NR range needs to be confirmed by other agenda(s)
Please provide your comments as below.
	Company
	Comments

	AccelerComm
	No objection, although this doesn't seem to make any progress on narrowing the selection of the UCI coding scheme.  

	Xiaomi
	We don’t think this is progress with C undefined compared with previous meeting agreement. Whereas C cannot be defined in this agenda at all, right?

	Fujitsu
	Support the proposal. Less CB segments usually lead to more repetition bits which only require LLR combining and have a low decoding complexity/delay. However, more CB segments lead to higher decoding complexity/delay, so the restriction on the maximum number of CB segments should be discussed.

	vivo
	Not agree with the proposal. It is too early to dive into the details of the Polar code design before the necessity is justified.

	Apple
	We agree with study and increasing the number of segments. Numerical evidence provided by many companies suggest that the increase in the number of segments can provide significant SNR gain under fair comparison assumption including fair BLER evaluation (the accumulated BLER among all segments) and the overall decoding complexity.

	CMCC
	From our perspective, for the UCI with payload sizes beyond NR range, on top of more segments, further enhancements on polar code design, e.g., the Polar-SPC scheme can be considered, where SPC code is applied across the polar-encoded sub-blocks to provide additional error protection across the sub-blocks. As provided in our contribution, the Polar-SPC codes can provide up to 5.5dB gain compared to 5G NR polar codes when the information length ranges from 1200 to 2000bits. So, we suggest modifying the proposal as below.

Proposal 4.2-1-v1: For Polar code design for UCI with payload size larger than NR range (i.e., larger than 1706 bits), the maximum number of segments is C.
· FFS the details of C.
· FFS whether to provide additional error protection across the polar-encoded sub-blocks via concatenated coding schemes, e.g., Polar-SPC codes. 
Note: The necessity of UCI payload size larger than NR range needs to be confirmed by other agenda(s)


	NTT DOCOMO
	When increasing the number of CB segmentations as the payload size becomes larger, it is possible to achieve better error‑rate performance. However, at the same time, we expect that processing and implementation complexity will become more significant due to the need to handle many CBs. If this indeed becomes a real concern for processing or implementation, then we believe it is reasonable to consider defining the maximum number of code‑block segments. In parallel, it will also be necessary to discuss code‑block segmentation rules that achieve optimal error‑rate performance for a given UCI payload size A and rate‑matching output sequence length E (or coding rate R).

	LGE
	In performance perspective, more segments may provide benefit. However, we should consider the complexity as well. 

	MTK
	As shown in our Tdoc, large UCI payload mainly comes from CSI reporting. However, based on our understanding, whether CSI reporting is carried by L1 or L2 is under discussion in other agenda(s). Therefore, we suggest to update he note to be

Note: The necessity of UCI payload size larger than NR range on L1 control information needs to be confirmed by other agenda(s)
We also agree with LGE’s comment on considering implementation complexity and other aspects. Therefore, we suggest to update the FFS as

· FFS the details of C and the associated encoding/decoding latency and complexity


	Samsung
	Disagree. The maximum number of segments will automatically determine the maximum UCI payload size, which should not be discussed under this agenda. It suffices to discuss the extended segmentation method and limit the resulting number by the maximum segment count.

	ZTE, Sanechips
	We think performance and complexity trade-off should be considered for more than 2 segments for UCI beyond NR range. It means that we need to restrict the maximum number of segments for UCI beyond NR range to avoid large decoding delay.
According to our contribution [R1-2600454], we observe the performance degradation is within 0.51dB compared to the optimal number of segments, when maximum number of segments is 6 and UCI size is smaller than or equal to 2992, while the performance degradation is within 0.24dB compared to the optimal number of segments, when maximum number of segments is 8 and UCI size is smaller than or equal to 2992. 
Therefore, we think X can be 8 if the maximum UCI payload size doesn’t exceed 3000bit. Meanwhile, if lager UCI payload size is supported, more segments may be needed.

	FL
	Given the input so far, companies are encouraged to further discuss on this.

	Jio Platforms
	Supports studying the maximum number of segments C to address large UCI payloads, but suggests bounding C to limit receiver latency/complexity and evaluating performance-complexity trade-offs across a representative range of information lengths and code rates. CRC overhead and early-termination behavior should be included when comparing different C values.



4.3 Small code block
Summary of observations/proposals
	Nokia
	[bookmark: _Toc210234226][bookmark: _Toc220576104]Proposal 6: For 6G, block codes for small block lengths should be kept the same as in 5G.

	Huawei
	Observation: Polar codes resolve the performance degradation of NR RM codes at high coding rates, while providing a 0.85–0.9 dB gain in the low-code-rate regime
Observation: Polar codes offer >1dB gain by treating modulated polar codewords as sequences of complex-valued symbols for non-coherent detection.
Observation: NR-compatible polar codes can reuse the polar coding chain which is already supported in 6GR for control information larger than 11 bits.
Proposal: If justifiable drawbacks of 5G RM code are identified, 6GR shall study NR-compatible polar code design for the payload sizes in the range from 3bits to 11bits for uplink control information. 

	CATT
	[bookmark: OLE_LINK185][bookmark: OLE_LINK184]Observation 11: NR RM codes suffer error floor caused by the rank deficiency at higher code rates, e.g., {N=7~10, K=6~9} and {N=12~16, K=11}, and also demonstrate inferior performance in some (N, K) cases even without rank deficiency, e.g., {N=11, K=6} and {N=17, K=11}.
[bookmark: OLE_LINK186]Observation 12: 	Enhancement of NR RM code by introducing row permutation in the basis RM sequence selection can significantly improve BLER performance in certain (N, K) cases, e.g., no error floor under the cases of K=6~8 and 11 at higher code rate, as well as BLER gains in AWGN of 2.625 dB and 1.875 dB under the cases of N=11, K=6 and N=17, K=11 at medium code rate respectively.

	ZTE
	Observation 34:  Applying channel coding for UCI transmission with flexible rate matching enables adaptation to varying resource allocations.
Observation 35:  In 5G NR, UCI associated with different priority levels may be transmitted in PUCCH or PUSCH at higher code rate.
Observation 36:  The 5G RM code exhibits inferior performance and error floors at higher code rates due to limited minimum Hamming distances.
Observation 37:  Enhancement of short code by optimizing basis RM sequence selection and rate matching pattern can improve BLER performance significantly, i.e. 0.7dB and 1.4dB BLER performance gain under the case of K=3 and 4 at medium code rate respectively; no error floor or 0.7~1.2dB BLER performance gain under the case of K=6~8 and 11 at higher code rate.
RM code at higher code rate, i.e. R≥1/2, can be enhanced for 6G with consideration of the predefined patterns for basis sequence selection before encoding and bit selection during rate matching.

	vivo
	[bookmark: _Ref220687019]Observation 20: There are two outstanding drawbacks existed in NR RM code
· Degraded performance or even error floor is observed under certain pairs of the number of information bits and the number of output bits after rate matching, due to small or even zero minimum Hamming distance
· Coherent detection is required, but the resource overheads (including RE and power) of DMRS are relatively high due to small payload sizes
[bookmark: _Ref220687029]Observation 21: In AWGN channels without DMRS, the new sequence can outperform the RM code in most of cases. In fading channels with practical PUCCH formats, the new sequence can achieve more than 2dB gains over RM code, specifically, 2.69dB, 2.2dB and 2.17dB gains for K=3, K=6 and K=11, respectively.
[bookmark: _Ref220687107]Proposal 13: Further study the feasibility and potential of applying sequences to transmit the UCI with the payload size spanning from 3 to [11] bits, where the upper side boundary can be discussed separately.

	EURECOM
	Observation 1: Coverage enhancement is one of the key KPIs in 6G. Previous studies of coverage enhancements showed that significant performance improvements in the transmission of small UCI payloads are possible.
Observation 2: The performance of 3GPP RM codes is far from optimal and there is significant room for improvement.
Proposal 1: Study novel encoding/modulation schemes for transmission of short packages.
Observation 3: For short block lengths, DMRS introduce a significant amount of sub-optimality and potential novel coding strategies should aim to reduce this overhead.
Observation 4: The proposed transmission scheme has low complexity because detection in time and frequency domain can be efficiently separated.
Observation 1: DMRS-less transmission schemes provide significant room for PAPR reduction.
Observation 5: Simulations of novel coding strategies in UCI transmission show significant performance improvements over NR RM Codes.

	NEC
	Observation 3: 5G Reed-Muller (RM) codes for small UCI payloads (3-11 bits) may exhibit performance gaps in 6G scenarios due to sub-optimal distance properties and sensitivity to high-frequency channel impairments.
Proposal 4: Perform an impact study to identify justifiable drawbacks of 5G RM codes for 3-11 bit payloads, including link-level benchmarking against 6G-specific channel models and comparison against theoretical bounds.

	Apple
	Proposition 7: It is proposed to study alternative coding schemes for 6G, such as the design proposed herein, to address rank-deficiency issues associated with RM codes in 5G NR.

	Fujitsu
	Proposal 7:
· The necessity of enhancing control channel coding for small payload size should be carefully justified.

	Ericsson
	[bookmark: _Toc220675900]For channel coding of payload size of 3~11 bits, performance considerations should be at reasonable complexity and appropriate coding rate (e.g. <=1/2). Avoid optimization for excessively high coding rates that are atypical for normal usage. 
[bookmark: _Toc220675889][bookmark: _Toc216858335]For channel coding of up to K=11 bits, the corresponding NR channel codes are reused, i.e. 
d. [bookmark: _Toc220675890][bookmark: _Toc216858336]K=1: repetition code
e. [bookmark: _Toc216858337][bookmark: _Toc220675891]K=2: simplex code
f. [bookmark: _Toc216858338][bookmark: _Toc220675892]3<=K<=11: LTE/NR Reed-Mueller code. 	 

	C-DOT
	Proposal 2: 
1. Consider eBCH based SBLC codes for uplink control channels when k is between 3-11 bits.
2. For k >11 bits reuse NR polar codes
3. For k<3 bits, continue using 5GNR channel codes.

	Lenovo
	Observation 10: Reed-Muller codes suffer from error floor and mediocre BLER performance for some combinations of payload and output sequence sizes. 
Observation 11: A new coding scheme with minimal memory and computational requirements would be preferred for small blocks 
Proposal 8: RAN1 to study short block codes enhancements targeting better BLER performance for K payload sizes (K < 12 bits) for control channels.
· FFS: the maximum bound on K value.
Proposal 9: RAN1 to consider CRC polynomial codes with syndrome decoding for small blocks.

	Panasonic
	Proposal 3: For small UCI on PUCCH, sequence-based DMRS-less transmission for small information block length should be considered with the possibility to use AI/ML-based sequence generation and its corresponding decoder, i.e., JSCC.
Proposal 4: For small UCI on PUSCH, the modification of RM or similar to PUCCH can be considered

	AT&T
	[bookmark: _Hlk220664515]Proposal 7: Study the pros and cons of using downloadable, AI/ML-generated sequence(s) for PUCCH carrying HARQ feedback. 

	Qualcomm 
	Observation 11: 5G NR Reed-Muller based linear block code has the problem of rank deficiency and decoding ambiguity for some (N, K) cases.
[bookmark: _Ref210381634][bookmark: _Ref220675073]Proposal 9: 6GR shall study new code design (including rate matching) for the small payload sizes for uplink control channel. FFS the maximal payload size K and coded bits N values supported by this new code. 
[bookmark: _Ref220675078]Proposal 10: Study source encoding for UCI (especially for HARQ-ACK) in power domain. 
[bookmark: _Ref220675083]Proposal 11: Study replacing Reed-Muller channel encoding and QPSK modulation by a look-up-table based joint channel encoding and modulation. 
Proposal 12: 6GR should study conventional (i.e., non-AI/ML) channel coding designs that facilitate exploitation of side information available at the transmitter/receiver about the source information. 

	Google
	Observation 1: If a RM code is sent with insufficient rate matching bits (e.g., multiplexing with PUSCH), the selected code generator matrix may not be full rank, thereby the decoding may fail. 
Observation 2: The issue happens when multiplexing UCI in PUSCH. Considering the payload size is small, delivering the UCI by using MAC layer protocol (e.g., MAC CE) might be a feasible solution. 
Proposal 1: Reuse 5G RM code for small size UCI (3~11 bits). To solve the insufficient resource issue, prioritize the direction on fixing the calculation of the number of coded modulation symbols.



Summary of inputs
In NR, for UCI payload size <= 11 bits, short linear codes are used. Specifically, repetition for 1-bit UCI, (3,2) simplex code for 2-bit UCI, and RM coding for 3–11bit UCI. 
Regarding the channel coding performance for small code block, 13 sources (Huawei, CATT, Xiaomi, vivo, EURECOM, NEC, C-DOT, Lenovo, ZTE, Apple, Qualcomm, Google, AT&T) discussed the drawbacks of Reed-Muller code, which are summarized as below. 
· 12 sources (Huawei, CATT, Xiaomi, vivo, NEC, C-DOT, Lenovo, ZTE, Apple, Qualcomm, Google, AT&T) discussed that 5G RM codes suffer from error floor (e.g., R>=1/2) and performance degradation due to rank deficiency, decoding ambiguity, or limited minimum Hamming distance 
· 4 sources (Xiaomi, vivo, EURECOM, Qualcomm) discussed the BLER performance gap between target requirements, e.g., due to DM-RS overhead
· 1 source (NEC) discussed sensitivity to high-frequency channel impairments 
· 1 source (Huawei) discussed the standard fragmentation
The potential solutions to enhance performance for small code block are summarized as below
· 14 sources (Huawei, CATT, Xiaomi, vivo, EURECOM, C-DOT, Lenovo, ZTE, Apple, Panasonic, Panasonic, Qualcomm, Google, AT&T) discussed the potential solutions to improve the performance for short block code
· PC-Polar code: Huawei
· Huawei observed that Polar codes resolve the performance degradation of NR RM codes at high coding rates, while providing a 0.85–0.9 dB gain in the low-code-rate regime. In addition, Huawei observed that Polar codes offer >1dB gain by treating modulated polar codewords as sequences of complex-valued symbols for non-coherent detection.
· Enhancement of 5G RM code: CATT, ZTE, Panasonic
· CATT observed that by introducing row permutation in the basis RM sequence selection can resolve error floor under the cases of K=6~8 and 11 at higher code rate, and provide BLER gains in AWGN of 2.625 dB and 1.875 dB under the cases of N=11, K=6 and N=17, K=11 at medium code rate respectively
· ZTE observed by optimizing basis RM sequence selection and rate matching pattern can improve BLER performance significantly, i.e. 0.7dB and 1.4dB BLER performance gain under the case of K=3 and 4 at medium code rate respectively; no error floor or 0.7~1.2dB BLER performance gain under the case of K=6~8 and 11 at higher code rate.
· VHC (vertical and horizontal code) scheme: EURECOM
· New code design for UCI: Apple
· New code derived from extended Bose–Chaudhuri–Hocquenghem (eBCH-SBLC) codes: C-DOT
· C-DOT observed that for K=11 under TDL-C channel, the asymptotic performance of the PUCCH employing eBCH-SBLC codes offers an SNR gain of approximately 3.5 dB
· CRC polynomial codes with syndrome decoding: Lenovo
· Golay-based codes for UCI with payload size from 3 to 11 bits: Qualcomm
In addition to coding schemes, companies’ views on DMRS-less schemes are summarized as below,
· 1 source (Huawei) observed that modulated polar codewords are treated as sequences of complex-valued symbols, enabling non-coherent detection without DMRS
· Sequence based schemes: Xiaomi, vivo, Panasonic, AT&T, Qualcomm
· Xiao proposed to use a sequence pool consists of 2048 resources carrying up to 11 information bits. Xiaomi observed that 5G RM code comes with more than 1 dB coverage gap compared with proposed sequences for low code rate setup and fails to meet the fulfilled coverage design target of 6GR small block code.
· vivo proposed AI-generated sequences for UCI with payload size from 3 to [11] bits. vivo observed that in AWGN channels without DMRS, the new sequence can outperform the RM code in most cases. In fading channels with practical PUCCH formats, the new sequence can achieve more than 2dB gains over RM code, specifically, 2.69dB, 2.2dB and 2.17dB gains for K=3, K=6 and K=11, respectively.
· Panasonic proposed that for small UCI on PUCCH, sequence-based DMRS-less transmission for small information block length. 
· Qualcomm proposed to remove DMRS and capture a lookup table in standard to replace the RM channel encoding and modulation, where Qualcomm observed that Gold sequences + QPSK has better performance than RM codes + QPSK.
· AT&T to study the pros and cons of using downloadable, AI/ML-generated sequence(s) for PUCCH carrying HARQ feedback.

In addition, 
· 2 source (Qualcomm, Panasonic) proposed joint channel encoding and modulation, where 1 source (Qualcomm) observed it has better performance than Gold sequences + QPSK.
· 1 source (Qualcomm) observed that HARQ-ACK has asymmetric distribution and proposed source encoding for UCI (especially for HARQ-ACK) via power control, which can be applied to RM code, Golay code, or transformer-based solutions.
· 1 source (Google) proposed to carry small UCI by MAC layer.
On the other hand, 4 sources (Nokia, Fujitsu, Ericsson, NTT DOCOMO) suggested reusing 5G coding schemes for small code block, e.g., to avoid optimization for excessively high coding rates that are atypical for normal usage.

Discussion
Round 1,2
Based on the agreements in RAN#123 meeting, the drawback of 5G RM codes should be first identified. First, companies observed that error floor and performance degradation due to rank deficiency in certain combinations information bit lengths and code rates. Second, in addition to that, the RM codes performance is not optimal due with rate matching in different code rates, or DM-RS OH. Third, the standard fragmentation is observed as different coding schemes are applied in different information bit lengths. Therefore, FL has the following proposals.
Observation 4.3-1-v1
· Observation 4.3-1-v1: The following drawbacks of 5G RM codes are identified:
· 5G RM codes suffer from error floor and performance degradation due to rank deficiency in certain combinations of information bit lengths and code rates.
· Non-optimal BLER performance in different information bit lengths and code rates
· Standard fragmentation

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	Agree that the first step is to build consensus on what the drawbacks of 5G RM codes are.

	Xiaomi
	Good direction for convergence. Regarding the third bullet, we wonder whether this means the region of 3-11 does not share the same coding scheme for the bit range beyond 11, if so, can we make it clearer? In RM region, there is no standard fragmentation issue right?
· Observation 4.3-1-v1: The following drawbacks of 5G RM codes are identified:
· 5G RM codes suffer from error floor and performance degradation due to rank deficiency in certain combinations of information bit lengths and code rates.
· Non-optimal BLER performance in different information bit lengths and code rates
· Standard fragmentation compared with >11 bits UCI coding



	Fujitsu
	The drawback in the first bullet may be insufficient. Firstly, RM code in 5G system has been working well. Secondly, the performance degradation mainly comes from the excessive puncturing in rate-matching. However, excessive puncturing can be avoided by scheduling enough resources at the slight cost of transmission efficiency. Considering this is channel coding for UCI with small payload sizes, the cost may be acceptable.

	vivo
	Standard fragmentation is not a drawback of 5G RM code, since RM code itself only contains one standard solution.

	Apple
	We agree with the first two drawbacks above, namely that the current 5G RM code suffers from performance degradation due to rank deficiency in some configurations, as well as from the fact the BLER performance is not optimal and can be improved. We have proposed a new code that is still RM-based, but has an improved weight spectrum and minimum distance properties compared with the current code under puncturing. In addition, the associated decoder is still RM-based and reuses existing hardware to decode the new code.

	EURECOM
	In general, we are fine with the observations. We agree with vivo, that standard fragmentation in this payload regime is not an issue. The second bullet is rather generic and could be expanded, reasons for sub-optimal performance include (i) the sub-optimality of the code itself for non-coherent detection, (ii) DM-RS overhead when mapped to PUCCH and (iii) mediocre PAPR of the modulated signal.

	Google
	Support the observation. The 1st and 2nd bullet seems overlapped from our perspective. We also think the issue is mainly caused by incorrect bit selection and rate matching, not the 5G RM code itself. Considering that it is only for small code block, a simple update from 5G RM code should be sufficient for 6G.

	Samsung
	Non-optimal performance as a drawback is neither identifiable nor justifiable. If BLER performance enhancement is the design direction, then this necessarily opens the door for another exhaustive rounds of discussion for every single block of the coding chain, whether it be control or data. Discussion must evolve around real problems that cannot be physically supported by NR specs. 

	ZTE, Sanechips
	Given the observed performance limitations of the 5G RM code in certain high‑rate configurations, further enhancements are considered necessary to improve short‑block performance and transmission efficiency.

	Nokia
	RAN1 should agree on an evaluation campaign before drawing any observation as a group. On the observation itself, we don’t think standard fragmentation is an issue. Agree with Fujitsu that the observation doesn’t capture the full picture.


4.4 Channel coding on PBCH
Summary of observations/proposals
	LGE
	Observation 12: RB-level puncturing of PBCH impacts BLER performance since the polar code construction is not taken into consideration. 
Proposal 10: Consider dynamically adjusting the rate-matching scheme associated with PBCH based on the available bandwidth for SSB transmission.

	Qualcomm 
	Observation 10: For broadcast PDCCH, reducing the CRC from 24 bits to 16 bits may provide 1 dB coverage improvement with minimum changes at the transmitter. 
Proposal 8: In 6GR, support reduced CRC size (e.g., 16 bit) for broadcast PDCCH and PBCH for coverage enhancement. 




Summary of inputs
In RAN1#124 meeting, companies’ views on channel coding for PBCH are summarized as below:
· 1 source (Lenovo) proposed to consider dynamically adjusting the rate-matching scheme associated with PBCH based on the available bandwidth for SSB transmission.
· 1 source (Qualcomm) proposed to support reduced CRC size (e.g., 16 bit) for broadcast PDCCH and PBCH for coverage enhancement
FL observes it may be premature to discuss these proposals in RAN1#124 meeting, as the structure and information carried by PBCH are unclear.
4.5 Control coding chain
Summary of observations/proposals
	CATT
	Proposal 5: Polar code should be reused for 6G control channel coding.

	vivo
	[bookmark: _Ref206149865]Observation 22: In the scenario of UCI multiplexed with UL-SCH, the cross-codeblock interleaver design, e.g., MGCM, can greatly simplify the RE allocation pattern, and meanwhile achieve greater throughput (larger than 10% in some simulated scenarios) for UL-SCH or deliver more UCI payload compared to NR baseline.
[bookmark: _Ref210116534]Proposal 15: For the use case of multiplexing UCI and UL-SCH, consider the cross-codeblock interleaver design, e.g., MGCM, to better leverage the unbalanced capacity of different bit subchannels in QAM modulated symbols.

	Qualcomm 
	[bookmark: _Ref210381205]Proposal 12: 6GR should study conventional (i.e., non-AI/ML) channel coding designs that facilitate exploitation of side information available at the transmitter/receiver about the source information. 

	Fraunhofer IIS, Fraunhofer HHI
	Observation 1: The message bits from a DCI format comprises zero-padding bits, reserved bits and in some cases, bit indices of fixed value, which are typically known to the UE. 
Proposal 1: To improve the reliability of the PDCCH, RAN1 shall study the strategic assignment of “low-priority” bits of a DCI format such as the zero-padded bits, bits with fixed value(s), etc. to bit-indices in the -bit vector for polar encoding based on the reliability of the bit-indices. 

	CSCN
	Proposal 6: Design new polar sequences tailored for non-AWGN channel scenarios such as NTN.



Summary of inputs
In RAN1#124 meeting, companies’ views for control channel coding chain enhancement can be summarized as below:
· 1 source (vivo) proposed cross-codeblock interleaver design (e.g., MGCM) to better leverage the unbalanced capacity of different bit subchannels in QAM modulated symbol for the multiplexing between UCI and UL-SCH, and it can simplify the RE allocation pattern and achieve greater throughput (larger than 10% in some simulation scenarios) for UL-SCH or deliver more UCI payload compared to NR.
· 1 source (Qualcomm) discussed conventional channel coding designs to facilitate exploitation of side information available at the transmitter/receiver about the source information
· 1 source (Fraunhofer) discussed proper assignment of “low priority” bits for DCI
Round 1,2
Based on companies’ input, FL suggests to considering the following proposal.
Proposal 4.5-1-v1
Proposal 4.5-1-v1: For the study of 6G control channel coding chain enhancements, proponent is encouraged to provide at least the following
· Details and expected spec impact of control channel coding chain enhancements
· Evaluation metrics, including BLER, throughput performance
· Other metrics can be also reported 
· Evaluation assumptions, including at least 
· Channel type
· Resource allocation
· Channel estimation method
· Tx/Rx antenna configuration

Please provide your comments as below.
	Company
	Comments

	AccelerComm
	It would be useful to elaborate on the definition of 'throughput' here. Does this relate to HARQ retransmission success rate (it is not clear to me that this is relevant to control channel coding)? Or does it relate to practical implementation Gbit/s? The number of MIMO layers and the nature of any multi-user scenarios should also be reported, e.g. when considering UCI-over-PUSCH.

	Xiaomi
	Do we really need to assess throughout performance for control channel coding?

	vivo
	Regarding two comments above, we should keep in mind that, throughput of the data channels could be affected when it is multiplexed with control channel information, e.g., UL-SCH and UCI. Thus, there is not harm to preclude the throughput performance assessment when we are talking about the control channel coding chain enhancements.

	Apple
	We agree with this proposal.

	NTT DOCOMO
	To study control channel coding chain extensions, at first, clear motivation and justification are needed. Currently, it is not clear for us.

	LGE
	The proposal is good starting point.

	Samsung
	When there is no clear motivations and justifications, we are reluctant to consider additional designs. The pain point in 5G NR is a fragmented architecture with so many not-yet-implemented and unused features. Any additional study for marginal enhancements in limited cases should be avoided.

	FL
	Given the input so far, companies are encouraged to further discuss on this.

	Nokia
	Similar to our comment for data. Enhancements on channel coding chain go beyond the 6G requirements. Given the working assumption, the existing channel coding chain should be used at least within NR range. Considering a different channel coding chain for beyond NR range would increase the implementation complexity.



4.6 Evaluation methodology
Summary of observations/proposals
	Nokia
	Proposal 5: For 6G polar codes evaluation, a baseline receiver should use successive cancellation list (SCL) decoding with a list size of  or  The key performance metrics for this evaluation are the overall and undetected error probabilities.

	Huawei
		K
	[1706:16:2000,2032:32:3000] + 11-bit CRC

	R
	[1/12,1/8,1/6,1/5,1/4,1/3, 1/2,3/5,2/3, 3/4, 5/6,7/8,0.93]

	modulation
	QPSK, 16QAM, 64QAM, 256QAM

	channel
	AWGN

	Nmax
	1024 (5G NR)

	SCL list size
	4, 8, 16




	CATT
		K
	[248:16:488, 508:16:2012] + 11-bit CRC

	R
	0.12:0.02:0.4, 0.45:0.05:0.95

	modulation
	QPSK

	channel
	AWGN

	Nmax
	1024(NR)



Table 15: Simulation parameters
	(N, K) cases
	K=6 for 7<=N<=11; K=7 for 8<=N<=10; K=8 for 9<=N<=10; K=9, N=10;
K=11 for 12<= N<=17;  

	CRC length
	0

	Encoding scheme
	NR block code

	Decoding scheme
	ML

	modulation
	QPSK

	channel
	AWGN




	CMCC, Southeast University
		Channel
	AWGN

	Modulation
	QPSK 

	Code rate
	1/12, 1/6, 1/3, 1/2, 2/3

	Decoding algorithm
	CA-SCL decoding (L=8)

	Info. block length (bits w/o CRC)
	1200≤A≤2000

	CRC bit length for each segment
	11

	Maximum number of iterations for Polar-SPC code
	8




	Xiaomi
	Proposal 1. RAN1 concludes NR RM code exhibits justifiable drawbacks in meeting the guaranteed reliability and fulfilled coverage design targets. Details include
· Decoding error floor
· Link level performance gap when meeting coverage target
Table 1 Simulation assumptions for AWGN
	Simulation assumption
	Value

	Channel
	AWGN

	Modulation 
	QPSK

	Encoding Scheme
	5G Block code
/Bit to sequence mapping with 2048 sequence pool size.

	Decoding Scheme
	ML/MAP

	Code rate (R)
	[0.25, 0.6, 0.7, 0.8]

	Payload size (K)
	[6, 7, 8, 11]

	Rate matching length (E)
	[8, 10, 14, 16, 48]

	Sequence length (L)
	24



Table 2 Simulation assumptions for fading channel
	Simulation assumption
	Value

	BWP
	100MHz for 4GHz 

	Frequency hopping
	Enabled

	Subcarrier spacing
	30 kHz

	PUCCH format/Sequence
	PUCCH format 3 with 11 bits, QPSK modulation
Bit to sequence mapping with 2048 sequence pool size.

	# OFDM symbols
	14

	# DMRS symbols
	4 

	# PRBs
	1 

	# TxRUs at gNB
	4 

	# Tx at UE
	1

	Channel model
	TDL-C 1000ns

	UE velocity
	120 km/hr for fading channel

	Sequence length
	Companies report


Proposal 2. For the evaluation of candidate solutions and NR RM code baseline in terms of guaranteed reliability and fulfilled coverage design targets, BLER vs SNR metric is adopted taking the evaluation assumptions for AWGN and fading channels in appendix as starting point.

	ZTE
		Channel
	AWGN

	Modulation
	QPSK 

	Coding Scheme
	Polar code

	Code rate for UL
	1/12, 1/6, 1/3, 1/2, 2/3, 3/4, 5/6

	Coded bit length for DL
	108*[1,2,4,8,16]

	Decoding algorithm
	SCL decoding (L=8)

	Info. block length (bits w/o CRC)
	DL: 12:4: [200]
UL: 12:4:140, 140:4: 256, 264:8:512, 528:16: [3000]

	Performance metrics
	BLER, FAR 



For small UCI block, the evaluation assumption in Table 8 can be considered as starting point.
Table 8: Evaluation assumption for small UCI block
	Channel
	AWGN

	Modulation
	QPSK 

	Coding Scheme
	RM code

	Code rate
	0.1~0.8

	Coded bit length
	[4:2:32]

	Decoding algorithm
	ML decoder based on FHT

	Info. block length (bits w/o CRC)
	[3:11]

	Performance metrics
	BLER, FAR 




	vivo
	
Table 6. Link-level simulation assumptions, AWGN
	Parameter
	Value

	Channel model
	AWGN

	Antenna configuration
	1Tx, 1Rx

	RE number
	24/32/48

	DMRS configuration
	No DMRS

	Payload, K
	3-11 bits

	Detector
	Maximum-likelihood estimation (MLE)



Table 7. Link-level simulation assumptions, fading channel
	Parameter
	Value

	Carrier frequency
	7GHz

	Subcarrier spacing
	30 kHz

	Format
	NR PUCCH Format 3

	Channel model
	TDL-C

	Delay spread
	300ns

	Antenna configuration
	1Tx, 2Rx

	PRB allocation
	1 PRB

	Symbol allocation
	14 symbols

	DMRS configuration (if applicable)
	2 DMRS symbol, no additional

	Frequency hopping
	No

	Repetitions
	No

	Payload, K
	3-11 bits

	Detector
	Maximum-likelihood estimation (MLE)



[bookmark: _Ref220687110]Proposal 14: Consider the simulation assumptions in Table 6 and Table 7 for evaluating the channel coding of small UCI.

	EURECOM
	
	Parameter
	Value

	Carrier Frequency
	2.6 GHz (FDD)

	Channel BW
	100MHz (273 PRBs @ 30kHz SCS)

	SCS
	30 kHz

	Channel Model
	TDL-C, 300ns Delay Spread, 0 km/h

	Number of receive antennas at gNB
	2

	Number of transmit antennas at UE
	1

	UCI payload size
	11 bits

	Frequency Hopping
	Intra-slot frequency hopping enabled

	PUCCH Format
	PUCCH Format 3

	Number of DMRS
	4 DMRS symbols

	Number of slots simulated
	50,000

	Receiver
	Coherent and Non-coherent detection

	Modulation
	QPSK




	Samsung
		Channel
	AWGN

	Modulation
	QPSK (

	Coding Scheme
	Polar code

	Code rate
	{1/8, 1/6, 1/4, 1/3, 2/5, 1/2, 3/5, 2/3, 3/4, 5/6, 7/8}

	Decoding algorithm
	SCL decoding with list-8

	Info. block length (bits w/o CRC)
	UL: (12:1:20, 20:4:3000)
DL: (12:1:300)

	Code length
	UL: 
DL: {1, 2, 4, 8, 16, 32}


Evaluation metrics and criteria 
· Performance: Target transport block error rate (BLER) [10-2 or 10-3]
· Complexity
· Latency
· False Alarm Rate (FAR)
· Total saved computational complexity ratio (TSCCR*) for early termination gain
· *TSCCR = 1- No. of information bits decoded with early termination / No. of information bits decoded without early termination

	MediaTek
	Proposal: Consider following metric and methodology to facilitate early termination rate evaluation
Early termination rate: 
 : payload size
m : number of total data integrity check bits
: the smallest number of decoded information bits (including data integrity check bits) when none of the candidates in the list can pass the current CRC check(s) after decoding  informations bits
E[] is estimated under SCL with the assumption of list size=8 and pure AWGN noise is transmitted. 

	C-DOT
		Parameter
	Value

	Carrier Frequency
	3.4 GHz

	Channel BW
	100MHz (273 PRBs @ 30kHz SCS)

	SCS
	30 kHz

	Channel Model
	TDL-C, 300ns Delay Spread, 0 km/h

	Number of receive antennas at gNB
	2

	Number of transmit antennas at UE
	1

	UCI payload size
	11 bits

	Frequency Hopping
	Intra-slot frequency hopping enabled

	PUCCH Format
	PUCCH Format 3

	Number of DMRS
	4 DMRS symbols

	Number of slots simulated
	50,000

	Receiver
	Coherent detection

	Modulation
	QPSK




	Lenovo
		Coding Scheme
	Polar Codes

	Information bits lengths
w/o CRC
	UCI: 1700:2048 bits
2048:4000 bits


	Channel
	AWGN

	Decoding Algorithm
	SCL/SSC (L=8)

	Modulation
	QPSK

	CRC-length
	11-bits



Table 2.2.5.2-1: Simulation Assumptions 
	Modulation (
	QPSK

	Code rates ()
	

	Payload sizes ()
	

	Channel
	AWGN

	Decoding Scheme
	ML

	Rate Matching output length ()
	




	NTT DOCOMO
	Proposal 12
Regarding the evaluation/analysis of “performance/complexity trade-off” for control channel coding, at least the following metrics should be considered
Performance: BLER, FAR, TSCCR (for DL)
FFS: Other metrics for performance (e.g., latency etc.)
Complexity: Complexity relevant to operational, processing, or implementation aspects

Proposal 13
For the study of control channel coding, RAN1 to discuss how to define complexity relevant to operational, processing, or implementation aspects, if needed



Summary of inputs
Companies discussed the evaluation assumptions for control channel coding, and the views are summarized as follows.
Table 4.6-1 Evaluation assumptions for Polar code extension with payload size >11 bits
	Channel
	· AWGN: Huawei, CATT, CMCC, Southeast University, ZTE, Samsung

	Modulation
	· QPSK: Huawei, CATT, CMCC, Southeast University, ZTE, Samsung , Lenovo
· 16QAM: Huawei
· 64QAM: Huawei
· 256QAM: Huawei

	Coding Scheme
	· Polar code: Huawei, CATT, CMCC, Southeast University, ZTE, Samsung, Lenovo

	Code rate for UL
	· 1/12,1/8,1/6,1/5,1/4,1/3, 1/2,3/5,2/3, 3/4, 5/6,7/8,0.93: Huawei
· 0.12:0.02:0.4, 0.45:0.05:0.95: CATT
· 1/12, 1/6, 1/3, 1/2, 2/3: CMCC, Southeast University
· 1/12, 1/6, 1/3, 1/2, 2/3, 3/4, 5/6: ZTE 
· 1/8, 1/6, 1/4, 1/3, 2/5, 1/2, 3/5, 2/3, 3/4, 5/6, 7/8: Samsung

	Coded bit length for DL
	· 108*[1,2,4,8,16]: ZTE 
· 108*[1,2,4,8,16,32]: Samsung

	Coded bit length for UL
	· : Samsung

	Decoding algorithm
	· SCL/SSC (L=8): CMCC, Southeast University, Samsung, Lenovo
· SCL(4, 8, 16): Huawei
· SCL decoding with list-8: Samsung, ZTE
· SCL(8, 16): Nokia

	Info. block length (bits w/o CRC)
	· Huawei
· [1706:16:2000,2032:32:3000] 
· CATT:
· [248:16:488, 508:16:2012] 
· CMCC, Southeast University:
· [1200~2000] 
· ZTE: 
· DL: 12:4:[200]
· UL: 12:4:140, 140:4: 256, 264:8:512, 528:16: [3000]
· Samsung: 
· DL: 12:1:300
· UL: 12:1:20, 20:4:3000
· Lenovo: 
· 1700:2048, 2048:4000 

	Target BLER
	· 10-2 or 10-3: Samsung




[bookmark: _Hlk221449015]Table 4.6.2-1 Evaluation assumptions for small UCI with payload size within 3~11 bits
	Channel
	· AWGN: CATT, Xiaomi, ZTE, vivo, Lenovo
· Fading channel with TDL-C: Xiaomi, vivo, EURECOM, QC

	Carrier frequency
	· 4GHz: Xiaomi
· 7GHz: vivo
· 2.6GHz (FDD): EURECOM
· 3.4GHz: C-DOT

	Channel BW
	· 100MHz (273 PRBs @ 30kHz SCS): Xiaomi, EURECOM, C-DOT

	Subcarrier spacing
	· 30kHz: Xiaomi, vivo, EURECOM, C-DOT, 

	Antenna configuration
	· 1Tx, 4Rx: Xiaomi
· 1Tx, 1Rx for AWGN: vivo
· 1Tx, 2Rx for fading channel: vivo, EURECOM, C-DOT
· SIMO with  receive antennas: QC

	DMRS configuration
	· No DMRS for AWGN: vivo
· 2 DMRS symbol, no additional for fading channel: vivo
· 4 DMRS symbols for fading channel: Xiaomi, EURECOM, C-DOT
· DMRS is scaled to have same power as data for the scheme of NR + phase scaling: QC

	Delay spread
	· 300ns: vivo, EURECOM, QC

	Speed 
	· 120km/h: Xiaomi
· 0km/h: EURECOM

	PUCCH format for fading channel
	· NR PUCCH format 3: Xiaomi, vivo, EURECOM, C-DOT

	Resource allocation for PUCCH
	· 1PRB and 14 symbols for fading channel: Xiaomi, vivo
· PUCCH over 1 RB and 2 OFDM symbols: QC

	Frequency hopping
	· Enabled: Xiaomi
· No: vivo
· Intra-slot frequency hopping enabled: EURECOM

	Repetitions
	· No: vivo

	Modulation
	· QPSK: CATT, Xiaomi, ZTE, EURECOM, C-DOT, Lenovo, 

	Code rate
	· [0.25, 0.6, 0.7, 0.8]: Xiaomi
· 0.1~0.8: ZTE
· 0.5~0.9: Lenovo

	Coded bit length
	· K=6 for 7<=N<=11; K=7 for 8<=N<=10; K=8 for 9<=N<=10; K=9, N=10; K=11 for 12<= N<=17; CATT
· [8, 10, 14, 16, 48]: Xiaomi
· [4:2:32]: ZTE 
· 24/32/48: vivo
· : Lenovo
· 16 Data REs used in NR baseline; 24 Data REs for LUT based.: QC

	Decoding algorithm
	· ML decoder: CATT, Xiaomi, ZTE, vivo, Lenovo, AT&T
· ML decoder based on FHT: ZTE
· MAP: Xiaomi
· Coherent detection: EURECOM, C-DOT
· Non-coherent detection: EURECOM

	Info. block length (bits w/o CRC)
	· 6/7/8/9/11: CATT
· 6/7/8/11: Xiaomi
· [3:11]: ZTE, vivo, AT&T
· 11: EURECOM, C-DOT, QC
· [3:10]: Lenovo

	CRC length
	· 0: CATT, ZTE

	Target BLER
	· 10-2 : ZTE, vivo, EURECOM

	Target FAR
	· 10-2 : ZTE



FL observes that the main divergence among companies’ proposals on evaluation assumptions is code rate and information block size. For UCI with payload size larger than 11bits, the length of encoded bits is determined by information bit length and code rate, while for DCI, the length of encoded bits is determined by aggregation level.
Furthermore, companies also discussed the potential solutions to small block enhancement(3~11bits), the corresponding evaluation assumptions also need to be discussed. For the evaluation assumptions of fading channel, the details can be reported by companies. Meanwhile, as the small block may carry HARQ-ACK information, other metrics such as FAR also need to be evaluated. 
Therefore, the FL proposals about evaluation assumptions for control channel coding are as follows.
Discussion
Round 1(closed)
Proposal 4.6-1-v1
Proposal 4.6-1-v1: For the evaluation assumptions for Polar code extension with payload size larger than 11 bits, following evaluation assumptions are considered.
	Channel
	AWGN

	Modulation
	QPSK
Other modulation orders can be reported by companies

	UL
	Code rate: 1/12, 1/6, 1/5, 1/4, 1/3, 1/2, 2/3, 3/4, 5/6, 7/8
Information bit length (bits w/o CRC) A: 1706:16: [X]
Coded bit length 
X is reported by companies
Other values of information bit length, code rate can be also reported by companies

	DL
	Information bit length (bits w/o CRC): 140: 4: Y
Coded bit length: 108*[1,2,4,8,16]
Y is reported by company.
Other values of information bit length, coded bit length can be also reported by companies

	Decoding algorithm for Polar code
	SCL decoding (list size=8)

	Target BLER
	10-2 



Please provide your comments as below.
	Company
	Comments

	AccelerComm
	During the 5G polar code design, it was assumed that the CRC check is applied to all 8 list decoding candidates and any with a failing CRC were eliminated, before selecting the one with the best path metric. This effectively uses 3 CRC bits to improve BLER, at the expense of degrading FAR. Should we make the same assumption again for 6G?

	Xiaomi
	Unnecessary given Y is to be determined by other agendas.

	vivo
	If the UCI payload exceed NR range, the operating SNR should be quite high, and thus the extremely low code rates are not necessary, e.g., 1/12.

	Apple
	We are okay with the table with the following modifications: 1) We propose considering two target BLER values, i.e. 10^-1 and 10^-2. 2) Also, for DL, FAR has to be evaluated and assumptions/FAR scenarios must be clarified. For example, the SNR values for FAR evaluation could be put to a discussion. We propose the following SNR values for FAR evaluation: (-1.5:0.5:+1.0) + reqSNR (dB). 

	LGE
	The proposal is good starting point.

	MTK
	Suggest to add higher modulation order for large payload size scenario. Also, for such high large payload size scenario, the we should not focus on very low code rates, similar to vivo’s comments.

	Samsung
	Mostly agree with a few minor modifications as follows:

	Channel
	AWGN

	Modulation
	QPSK
Other modulation orders can be reported by companies

	UL
	Code rate: 1/12 1/8, 1/6, 1/5, 1/4, 1/3, 1/2, 2/3, 3/4, 5/6, 7/8
Information bit length (bits w/o CRC) A: 1706: 4: [X]
Coded bit length 
X is reported by companies
Other values of information bit length, code rate can be also reported by companies

	DL
	Information bit length (bits w/o CRC): 140: 4: Y
Coded bit length: 108*[1,2,4,8,16]
Y is reported by company.
Other values of information bit length, coded bit length can be also reported by companies

	Decoding algorithm for Polar code
	SCL decoding (list size=8)

	Target BLER
	10-3



The lowest code rate assumed in 5G NR is 1/8 which is also reflected in the mother code size determination rule. In fact, under both rates 1/12 and 1/8, polar codes will show the same performance trends, so it suffices to evaluate up to 1/12.
We are afraid that an increment size of 16 might be too coarse. A finer value should be considered to identify near-optimal segmentation points.
Plus, for control information, we shall observe up to 10-3 to ensure reliability.

	ZTE, Sanechips
	We are fine with the proposal. According to the analysis presented in our proposal, when mTRP is considered, the CSI size further increases. Specifically, when the number of TRPs equals three, the CSI size grows to 2867. Therefore, for evaluation purposes, we believe that 
X can be set to 3000.




Proposal 4.6-2-v1
Proposal 4.6-2-v1: For the evaluation assumptions for small UCI with payload size within 3~11 bits, the following evaluation assumptions are considered.
	Channel
	AWGN, fading channel 
The detailed assumptions of fading channel are reported by companies

	Modulation
	QPSK
Other modulation orders can be reported by companies

	Information bit length (bits w/o CRC)
	3:1:11

	Code rate
	1/12, 1/6, 1/4, 1/3, 1/2, 2/3,3/4, 5/6, 7/8

	Target BLER
	10-2 

	Target FAR
	[10-2] 

	Encoding and decoding scheme
	Reported by companies



Please provide your comments as below.
	Company
	Comments

	Xiaomi
	OK but we need to define the FAR for RM coded case, do we assume fading and DMRS with RM coded symbols? How is the FAR calculated, on DMRS or on data+DMRS detection?

	Vivo
	Code rate is not applicable to the sequence-based methods. One solution is to use (equivalent) code rate, which assume the same resources occupied by the target code rate, at the assumed modulation order and reference signal configuration (if applicable). 

	Apple
	We propose to limit the channel to only AWGN for simplicity. The rest are fine. 

	Samsung
	We think it is too premature to consider the evaluation assumptions when there is no agreements to study small block codes.

	ZTE, Sanechips
	We are generally fine with the proposal. Moreover, we suggest to add one more row Code bit length  to make sure code rates reported by companies are aligned. 

	Xiaomi
	Similar view as vivo. Revised table incorporating sequence-based solution as below:

	[bookmark: _Hlk221611336]Channel
	AWGN, fading channel 
The detailed assumptions of fading channel are reported by companies

	Encoding scheme
	For sequence-based solution:
· Bit2sequence mapping within a sequence pool

For block code:
· 5G RM code

	Modulation for 5G RM code

	QPSK
Other modulation orders can be reported by companies

	Information bit length (bits w/o CRC, A)
	3:1:11

	Code rate (R)
	1/12, 1/6, 1/4, 1/3, 1/2, 2/3,3/4, 5/6, 7/8

	Rate matching length (E) for 5G RM code
	

	Sequence solution details
	Companies report the following sequence solution details: 
· Sequence length L 
· How sequence with length L is adapted to rate matching length E 
Note : the same spectral efficiency is assumed with sequence based solution and 5G RM code scheme after rate matching  

	Target BLER
	10-2 

	Target FAR
	[10-2] 




	Qualcomm
	We are generally fine with Xiaomi’s version of simulation assumptions. We just have a suggestion to add a row of source encoding. As we pointed out in our Tdoc R1-2601269, source encoding is missed for UCI encoding in NR design, which we think is a problem 6G UCI encoding should fix, especially for HARQ-ACK. Therefore, we suggest to simulate and evaluate the performance with source encoding and without source encoding (which is 5G baseline.)

With the above, we made the following modification on top of Xiaomi’s version.

	Channel
	AWGN, fading channel 
The detailed assumptions of fading channel are reported by companies

	Source encoding scheme
	Up to companies to report (e.g. source encoding in power domain, bit domain, or other domain)

	Channel Encoding scheme
	For sequence-based solution:
· Bit2sequence mapping within a sequence pool

For block code:
· 5G RM code

	Modulation for 5G RM code

	QPSK
Other modulation orders can be reported by companies

	Information bit length (bits w/o CRC, A)
	3:1:11

	Code rate (R)
	1/12, 1/6, 1/4, 1/3, 1/2, 2/3,3/4, 5/6, 7/8

	Rate matching length (E) for 5G RM code
	

	Sequence solution details
	Companies report the following sequence solution details: 
· Sequence length L 
· How sequence with length L is adapted to rate matching length E 
Note : the same spectral efficiency is assumed with sequence based solution and 5G RM code scheme after rate matching  

	Target BLER
	10-2 

	Target FAR
	[10-2] 







Round 2
Proposal 4.6-2-v2 
Based on the input in 1st round, the following update is suggested. We need to make decisions between whether to use code rate or transmission bit length.
Proposal 4.6-2-v2: For the evaluation assumptions for small UCI with payload size within 3~11 bits, the following evaluation assumptions are considered.
	Channel
	AWGN
[fading channel 
The detailed assumptions of fading channel are reported by companies]

	Information bit length (bits w/o CRC)
	3:1:11

	[Code rate]
	1/8, 1/6, 1/4, 1/3, 1/2, 2/3,3/4, 5/6

	[Transmission bit length]
	[4:2:48]

	Target BLER
	10-2 

	Target FAR
	[10-2] 

	Encoding and decoding scheme
	Reported by companies



Please provide your comments as below, including the views on whether to use code rate or transmission bit length in the evaluation assumptions. 
	Company
	Comments

	Jio Platforms
	We are okay with updated evaluation assumptions for small UCI and agrees that fairness depends on whether comparisons are done at fixed code rate or fixed transmission bit length.

	Samsung
	We propose to deprioritize this evaluation practice when there is no clear understanding on the problems to address.  
The previous agreement clearly states that potential solution(s) are studied ONLY when JUSTIFIABLE drawbacks are identified between companies. 
We study UCI and DCI extension because there are hard limits which CANNOT be supported by the existing NR specs. In contrast, solutions here discuss only an impractical, limited scenario which does not occur in the real field. 
The claimed performance degradation is observed only when excessive puncturing is performed for high code rates. So, the very problem is established upon a hypothetical condition that UCI is transmitted with high code rates, which is not realistic at all.
Setting up a hypothesis that high-rate UCI transmission can improve efficiency and proposing a solution to achieve it will lead to nothing but fragmented and endless discussion.
Rather, we propose to have the following conclusion in respect of the previous meetings:

Conclusion
No consensus on drawback(s) of 5G RM codes for small UCI of payload size within 3~11 bits.



5 Proposals for offline discussions
5.1 Proposals for Mon Offline
Proposal 3.1-1: Area efficiency
	Yes:
vivo, MTK, Samsung, ZTE
	vivo: clarify throughput, or define area efficiency per information bit
Samsung: clarify throughput
FL reply: see update.

	Further clarification/update
	AccelerComm: chip area depends on the number of variable notes, number of ones, and the parallelism
FL reply: the number of ones may also have impact on the memory, but based on my reading of Tdocs, the number of check nodes also highlighted in the min-sum decoder. And regarding the parallelism, FL agrees that the number of blocks that are processed simultaneously impact the chip area. However, companies have different understandings based on the model provided. Therefore, the intention is to incorporate it into the coefficient.
NTT DOCOMO: results may be diverse if different coefficients are reported by companies; if the design uses the NR setting, the detailed definition is not needed.
FL reply: the model/formular can provide the information that which parameters are important for the processing units sharing.

	No
Fujitsu, Apple
	Fujitsu: hardware sharing is not considered.
FL reply: Yes, with a proper design, the logic units and memory can be shared with 5G BG1/2 and the new BG. And this formular is also helpful for that observation.
Apple: chip area depends on lots of implementation based factors
FL reply: the model is not to 100% accurately reflect the implementation, but to simplify and highlight some important parameters that reflect the design.



Proposal 3.1-1-v2: For the study of LDPC extension for data rate beyond NR range with acceptable performance-complexity tradeoff, companies are encouraged to provide the evaluation of area efficiency. 
,
wherein , M is the number of check nodes in the lifted parity check matrix, N is the number of variable nodes in the lifted parity check matrix, Z is the maximum lifting size, the coefficients a, b, c, d are reported by companies. 
Note: the logic units and memory may be shared among different BGs

The throughput is defined as below

where  denotes the number of information columns in a BG,  is the maximum lifting size,  is the maximum number of decoding iterations,  is decoding cycle per iteration, and  means the number of decoder blocks. 


Proposal 3.2-1: max CB size
	Yes
Accelercomm, Fujitsu, vivo, ETRI/ESA/TAS, NTT DOCOMO, MTK
	NTT DOCOMO: capture the pros/cons
FL reply: yes, these pros/cons have been captured in the FL summary, and we can further discuss these issues when down-selection is made

	More clarification/update
CSCN
	CSCN: need to be considered with other factors such as Kb, TB performance
FL reply: we can discuss these parameters step by step.

	Option 1: 8448
Apple, MTK, LGE, Samsung, ZTE
	Option 2 requires more than doubling implementation complexity to option



Proposal 3.2-1-v1: For the study of LDPC extension beyond NR range, the following options are identified in RAN1#124 for further study
· Option 1: 8448 with (kb=22, maximum lifting size=384), or (kb=44, maximum lifting size=192)
· Option 2: 8448*2
· [Other values are not precluded]
Note: Applicability of the potential LDPC extension to data rate within NR range will be further discussed
Proposal 3.2-2: number of systematic columns
	Yes
Accelercomm, Fujitsu, vivo, NTT DOCOMO, Apple, LGE, Samsung
	NTT DOCOMO: capture the pros/cons
FL reply: yes, these pros/cons have been captured in the FL summary, and we can further discuss these issues when down-selection is made

	Option 2: 44
CSCN, ZTE
	



Proposal 3.2-2-v1: For the number of information columns of LDPC extension, down-select from the following values
· Option 1: 22
· Option 2: 44
· Other values are not precluded
Proposal 3.2-4: puncturing node
	Yes
Accelercomm, Fujitsu, vivo, NTT DOCOMO, Apple, LGE, Samsung
	

	Other views
	Option 2/3: Apple
CSCN: different options for different scenarios
Option 1: ZTE
Delay the discussion: MTK
Revision the proposal: vivo
FL reply: see the update




Proposal 3.2-4-v2: For the study of LDPC extension, considering the following options for puncturing before rate matching
· Option 1: no puncturing on information columns
· Option 2: puncture 1 information column
· Option 3: puncture 1 information column and 1 parity check column
· Option 4: puncture 2 information columns 
· Option 5: puncture 1 parity check column

Observation 4.3-1: small UCI
In response to the comments that standard fragmentation is not due to RM code itself, the observation is updated as below
· Observation 4.3-1-v1: The following drawbacks of small UCI encoded by 5G RM codes are identified:
· 5G RM codes suffer from error floor and performance degradation due to rank deficiency in certain combinations of information bit lengths and code rates.
· Non-optimal BLER performance in different information bit lengths and code rates
· Standard fragmentation
5.2 Proposals for Tue Offline
Proposal 3.2-3: Mother code rate 
Proposal 3.2-3-v1: For the study of LDPC extension beyond NR range, the following options of mother code rate are identified in RAN1#124 for further study
· Option 1: 1/3
· Option 2: 1/2
· Option 3: 2/3

Proposal 3.2-3-v2: For the study of LDPC extension beyond NR range, the range of mother code rate R is identified in RAN1#124 for further study, ~ 1/3≤R≤~ 2/3. 

Proposal 3.2-3-v3: For the study of LDPC extension beyond NR range, the total number of edges in the BG of LDPC extension is comparable with that of BG1. 

Proposal 3.2-3-v2: For the study of LDPC extension beyond NR range,
· the mother code rate R ≥ 1/3, FFS the exact value of R.
· [the total number of edges in the BG of LDPC extension is no larger than or comparable with BG1]
· [the total number of ones in the lifted parity check matrix of LDPC extension is no larger than or comparable with BG1]

Proposal 3.2-3-v2: For the study of LDPC extension beyond NR range,
· the mother code rate R ≥ 1/3, FFS the exact value of R.
· [the total number of edges in the BG of LDPC extension is no larger than or comparable with BG1]
· [the total number of ones in the lifted parity check matrix of LDPC extension is no larger than or comparable with BG1]

Proposal 3.2-3-v3: For the study of LDPC extension beyond NR range, the code rate of the first transmission ≥ 2/3
FFS: the code rate of the re-transmission

Proposal 3.2-3-v2: For the study of LDPC extension beyond NR range,
· the mother code rate R ≥ 1/3, FFS the exact value of R.
· [the total number of edges in the BG of LDPC extension is no larger than or comparable with BG1]



Proposal 3.2-3: Puncturing node 
Proposal 3.2-4-v2: For the study of LDPC extension beyond NR range, the following options of puncturing before rate matching are identified in RAN1#124 for further study
· Option 1: no puncturing on information columns
· Puncturing 1 parity check column can be considered for this option.
· Option 2: puncture 1 information column
· Puncturing 1 parity check column can be considered for this option.
· Option 3: puncture 2 information columns 

Proposal 3.2-4-v3: For the study of LDPC extension beyond NR range, the following options of puncturing before rate matching are identified in RAN1#124 for further study
· Option 1: no puncturing 
· Option 2: puncture 1 column
· Option 3: puncture 2 columns 

 Proposal 3.1-1: Area efficiency
Proposal 3.1-1-v2: For the study of LDPC extension for data rate beyond NR range with acceptable performance-complexity tradeoff, companies are encouraged to provide the evaluation methodology and results of area efficiency. 

Proposal 3.1-1-v2: For the study of LDPC extension for data rate beyond NR range with acceptable performance-complexity tradeoff, companies are encouraged to provide the evaluation results of area efficiency. 

Proposal 4.6-1: simulation assumptions for control payload size >11 bits
	AccelerComm: uses 3 CRC bits to improve BLER, at the expense of degrading FAR
FL reply: Yes, same assumption as NR

	Xiaomi: Y is to be determined by other agendas.
FL reply: Yes.

	vivo/Samsung/MTK: code rate for UL
FL reply: for control information beyond NR range, larger payload size doesn’t mean higher code rate, as the reliability is important for control information. The lowest coding rate is revised into 1/8.

	Apple, Samsung: target BLER
FL reply: to decide on that, but suggest making decisions among 10^-2, and 10^-3 considering the higher reliability requirement for control information

	Apple: other metrics, such as FAR
FL reply: can be discussed, and more input from other companies is needed



Proposal 4.6-1-v2: For the evaluation assumptions for Polar code extension with payload size larger than 11 bits, following evaluation assumptions are considered.
	Channel
	AWGN

	Modulation
	QPSK
[For UL, ] other modulation orders can be reported by companies

	UL
	Code rate: 1/8, 1/6, 1/5, 1/4, 1/3, 1/2, 2/3, 3/4, 5/6, 7/8
Information bit length (bits w/o CRC) A: 1706: S: X
Coded bit length 
X is reported by companies
S: Information bit length step is reported by companies

	DL
	Information bit length (bits w/o CRC): 140: 4: Y
Coded bit length: 108*[2,4,8,16]
Y is reported by companies.
FAR: 1.5*2^ (-21)
The definition of FAR is based on NR evaluation assumption

	Decoding algorithm for Polar code
	CRC-aided SCL decoding (list size= 4, 8, 16])
Companies to report the list sizes within 4, 8, 16

	Target BLER
	10-2, 10-3



Proposal 4.6-2: simulation assumptions for control payload size within 3~11 bits
	Apple: only AWGN channel
FL reply: see update

	vivo/Xiaomi/QC: evaluation assumption for sequence, source coding
FL reply: see update. 

	Xiaomi, to FL Regarding the brackets for simulation assumptions, we compiled a simulation table for your reference.

	Channel
	AWGN, fading channel 
The detailed assumptions of fading channel are reported by companies

	Encoding scheme
	For sequence based scheme:
· Bit2sequence mapping within a sequence pool

For code based scheme
· 5G RM code
· Other codes

	Modulation for code based scheme

	QPSK

	Information bit length (bits w/o CRC, A)
	3:1:11

	Occupied resource elements
	
The same spectral efficiency is assumed with sequence based solution and code based scheme after rate matching.
For code based solution : 
· B and C up to companies to report, with C>B>A
For sequence based solution: 
· Companies report sequence length L, if used

	Target BLER
	10-2 

	Target FAR
	[10-2] 







	

	



Proposal 4.6-2-v2: For the evaluation assumptions for small UCI with payload size within 3~11 bits, the following evaluation assumptions are considered.
	Channel
	AWGN
[fading channel 
The detailed assumptions of fading channel are reported by companies]

	[Modulation]
	QPSK
Other modulation orders can be reported by companies

	Information bit length (bits w/o CRC)
	3:1:11

	[Code rate]
	1/12, 1/6, 1/4, 1/3, 1/2, 2/3,3/4, 5/6, 7/8

	[Transmission bit length]
	[]

	Target BLER
	10-2 

	Target FAR
	[10-2] 

	Encoding and decoding scheme
	Reported by companies



Observation 4.3-1: RM code 
· Observation 4.3-1-v1: [13] sources ([Huawei, CATT, Xiaomi, vivo, EURECOM, NEC, C-DOT, Lenovo, ZTE, Apple, Qualcomm, Google, AT&T]) observed the following drawbacks of 5G RM codes are identified:
· 5G RM codes suffer from error floor and performance degradation due to rank deficiency in certain combinations of information bit lengths and code rates.
· Non-optimal BLER performance in different information bit lengths and code rates
· Standard fragmentation
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Annex A: SID objectives 
------------------------------------------------------------------omitted------------------------------------------------------------------
(2) Physical Layer structure for 6GR, 
0. Waveforms (OFDM-based) and modulations. 5G NR Waveforms and modulation should be considered for 6GR and is also the benchmark for other potential proposals. [RAN1, RAN4]
0. Frame structure, including compatibility with 5G NR to allow for efficient 5G-6G Multi-RAT Spectrum Sharing (MRSS). [RAN1]
0. Channel coding, using LDPC and Polar Code as baseline, considering applicable extensions to satisfy 6G requirements and characteristics with acceptable performance/complexity trade-off [RAN1]
0. Channel Bandwidth (at least minimum and maximum), Numerology, avoiding multiple numerologies for the same band / sub-range (e.g., enabling synergies among frequency bands in the ~7GHz range) [RAN1, RAN4]
0. Physical layer control, data scheduling and HARQ operation [RAN1, RAN2]
0. MIMO operation [RAN1, RAN4]
0. Duplexing [RAN1, RAN4] 
0. Initial access [RAN1, RAN2, RAN4]
0. Studies on synchronization signal and raster, broadcast signals/channel and physical random access channel [RAN1, RAN4]
0. Studies on initial access procedure, random access procedures, system information and paging [RAN2, RAN1, RAN4]   
0. 6GR spectrum utilization and aggregation.  [RAN1, RAN2, RAN4]
0. Other physical layer signals, channels and procedures [RAN1, RAN2, RAN4]
0. Evaluate performance of at least energy efficiency, spectrum efficiency, and coverage compared to 5G NR, and deliver the initial result at the end of study [RAN1].
10. RAN4 can be involved, if necessary, based on the LS from RAN1

------------------------------------------------------------------omitted------------------------------------------------------------------
Interim results shall be delivered as per the milestones below, in coordination with the RAN Plenary 6G Study [RP-250810].
TSG#112 (June/2026): 
RAN1 to provide interim assessment on the following areas:
· Waveform, modulation, channel coding: scope of enhancements beyond NR baseline ((2) a, c)
· Channel bandwidth (min and max), frame structure, numerology ((2) b, d)
· Basic sync signal structure and associated periodicity(ies) ((2) h) 
For objectives where RAN4 may be impacted, RAN1 shall coordinate with RAN4 early to enable the above assessment by June 2026.
RAN3 to provide interim study results to allow TSGs to make a decision on:
· RAN-CN interface: P2P vs SBI
· RAN internal interfaces: CU-DU split, CP-UP split.
RAN plenary to make a decision on additional 6G-6G aggregation beyond 6G CA: 6G-6G DC. RAN plenary will task relevant RAN WGs for any specific technical analysis, as needed.
NOTE: It is planned to decide on Release-21 timeline in June/2026.
------------------------------------------------------------------omitted------------------------------------------------------------------

Annex B: RAN1 agreements for 6G channel coding
Chairman guidance in RAN1#122
Data channel
For 6GR data channel coding, 
· Evaluations can be provided in form of BLER results.
· Evaluation/analysis on throughput, complexity, and decoding latency can be provided 
· Other metrics are not precluded.
· Proponent companies to provide their target scenarios and requirements, evaluation assumptions and methodologies for respective evaluation/analysis, e.g., decoding algorithm and details, information sizes, code rates, HARQ scheme, channel type, modulation order, target BLER, etc.
· Proponent companies to provide details of channel coding extension compared with NR channel coding.
· Proponent companies to provide justification for the channel coding extension, and how to satisfy 6G requirements and characteristics with acceptable performance/complexity trade-off, compared with data channel codes as defined in 5G NR.
Control channel
For 6GR control channel coding, 
· Evaluations can be provided in form of BLER and FAR results. 
· Evaluations/analysis can be provided for complexity, decoding latency, 
· Other metrics are not precluded.
· Proponent companies to provide evaluation assumptions and methodologies for respective evaluation. 
· Proponent companies to provide details of channel coding extension compared with NR channel coding 
· Proponent companies to provide justification for the channel coding extension, compared with control channel codes as defined in 5G NR.
Agreements in RAN1#122bis
Channel coding
Agreement
· For 6G channel coding, LDPC is used for data (including SIBs) and Polar code is used for L1 control information (larger than 11 bits, including PBCH)
· For 6G LDPC
· Working assumption: For data rate within NR range, reuse of NR LDPC design is supported 
· For data rate beyond NR range, study LDPC extension with acceptable performance-complexity tradeoff for both NW side and UE side
· Note: Applicability of the potential LDPC extension to data rate within NR range will be further discussed
· For 6G Polar code
· Working assumption: For control information within NR range (larger than 11 bits), reuse of NR Polar code design is supported
· For control information beyond NR range, study Polar code extension with acceptable performance-complexity tradeoff for both NW side and UE side
· Note: Necessity for control information beyond NR range is to be further discussed
· Polar code maximum mother code length is kept as 1024.
· FFS: further motivation(s) for potential extension/enhancement until RAN1#123
Data channel
Working Assumption
· Study 6G data channel coding for higher throughput than 5G with acceptable performance-complexity tradeoff for both NW side and UE side, 
· Target peak data rate is assumed to be 2 times of the target peak data rate defined in TR38.913
Note: The other target throughput is up to company to report.
Note: Applicability of the potential channel code will be further discussed.
Agreements in RAN1#123
Data channel
Agreement
For the study of LDPC extension for data rate beyond NR range with acceptable performance-complexity tradeoff,
· To provide the initial version of LDPC BG(s) and PCM(s) in the excel spreadsheet by RAN1#124
· To provide the required SNR and complexity for target BLER, and the evaluation assumptions of the decoding algorithm
· The definition of complexity will be further discussed
· FFS: other metrics

Agreement
For the study of BG(s) and PCM(s) for LDPC extension for data rate beyond NR range, at least the following evaluation assumptions will be considered.
	Parameters
	Values or assumptions 

	Channel
	AWGN

	Modulation and code rate
	Uniform QAM modulations and corresponding code rates (i.e., (8,682.5/1024), (8, 797/1024), (8, 885/1024), (8, 948/1024)) in NR MCS Table 5.1.3.1-4 as starting point.
Other modulation order, if used, can be reported.

	Interleaver 
	Same as 5G NR. 
Other interleaver scheme (intra-CB level), if used, can be reported.

	Code block size (bits with CRC)
	CB size: same as 5G NR (8448 as baseline, other values less than 8448 can be reported).
CB size: other value(s) larger than 8448 and no larger than 8448*2, e.g.,16k.
Company to report the TBS.

	Target CB BLER
	BLER=10-2, 10-4

	Decoding algorithm of LDPC
	Layered BP or min-sum(offset, normalized or adjusted min-sum)
· Company to report the details of offset, normalized or adjusted min-sum decoding algorithm, if used.
Max number of iteration times: 5:1:20 
· Other iteration times can be reported.
Decoding order: reversed order 
· Other decoding order, if used, can be reported.

	Demodulation algorithm
	Max-log-map


 
Note: For any comparison among 5G BG and BG(s)/PCM(s) proposed by companies, the BLER performance is compared at least under the same CB size.
Note: all evaluation assumptions above are for simulation only and have no implication on the final design of BG(s)/PCM(s).
For candidate comparison, both performance and complexity should be considered. 
The comparison of BLER performance is under the same computation complexity,
· Computation complexity is defined as (the number of iteration times for required BLER) *(the number of ones in the lifted parity check matrix)/ (CB size)
Control channel
Conclusion
No consensus on motivation(s) for potential extension/enhancement for Polar code design with payload size within NR range (larger than 11bits).

Agreement
For Polar code design for UCI with payload size larger than NR range (i.e., larger than 1706 bits), at least the following option is identified for further study
· More than 2 segments
Note: The necessity of UCI payload size larger than NR range needs to be confirmed by other agenda(s)

Agreement
· For the study of channel coding for small UCI with payload size of 3~11bits, at least considering:
· 5G RM code
· Identify the justifiable drawbacks of 5G RM code, if exists, study potential solution(s).

Agreements in RAN1#124
Data channel
Agreement: 
For the study of LDPC extension beyond NR range, the following options of the maximum code block size are identified in RAN1#124 for further study
· Option 1: 8448 
· Option 2: 8448*2
Agreement:
For the study of LDPC extension beyond NR range, the following options of the number of information columns in BG are identified in RAN1#124 for further study
· Option 1: 22
· Option 2: 44
· Option 3: 33

Annex C: MCS tables
DL 256QAM MCS table
Table 5.1.3.1-2: MCS index table 2 for PDSCH
	MCS Index
IMCS 
	Modulation Order
 Qm
	Target code Rate R x [1024]
	Spectral
efficiency

	0
	2
	120
	0.2344

	1
	2
	193
	0.3770

	2
	2
	308
	0.6016

	3
	2
	449
	0.8770

	4
	2
	602
	1.1758

	5
	4
	378
	1.4766

	6
	4
	434
	1.6953

	7
	4
	490
	1.9141

	8
	4
	553
	2.1602

	9
	4
	616
	2.4063

	10
	4
	658
	2.5703

	11
	6
	466
	2.7305

	12
	6
	517
	3.0293

	13
	6
	567
	3.3223

	14
	6
	616
	3.6094

	15
	6
	666
	3.9023

	16
	6
	719
	4.2129

	17
	6
	772
	4.5234

	18
	6
	822
	4.8164

	19
	6
	873
	5.1152

	20
	8
	682.5
	5.3320

	21
	8
	711
	5.5547

	22
	8
	754
	5.8906

	23
	8
	797
	6.2266

	24
	8
	841
	6.5703

	25
	8
	885
	6.9141

	26
	8
	916.5
	7.1602

	27
	8
	948
	7.4063

	28
	2
	reserved

	29
	4
	reserved

	30
	6
	reserved

	31
	8
	reserved



Annex D: Agreements in 5G
Agreement: (RAN1#85)
As one potential input to the decisions on channel coding: 
· Companies are encouraged to bring evaluations of the complexity of channel coding / HARQ schemes including at least:
· Energy efficiency (J/bit)
· Area efficiency (Gbps/mm2)
· FEC complexity supporting the full range of info block lengths and code rates with reasonable (details FFS) granularity should be compared instead of single info block length with some code rate
· Companies should provide details of the range of info block lengths and code rates for which their complexity evaluations are conducted
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