3GPP TSG RAN WG1 #122bis                                                             R1- 2507666	
Prague, Czech, Oct 13th – 17th, 2025

Agenda Item:	10.1.2 
Source:	Moderator (Apple) 
Title:	FL summary # 1 for inter-vendor training collaboration  
Document for:	Discussion/Decision
1 Introduction
The objective on inter-vendor training collaboration approved in RP-251870 is as follows.  
Inter-vendor training collaboration for two-sided AI/ML models 
· Fully defined/specified reference model (“Direction C”) with RAN1 scalability study outcome taken into account [RAN4/RAN1] – check-point in RAN#110 upon RAN4 feedback
· Specification of standardized encoder model structure plus parameter exchange (“Direction A, sub-option 3a-1” without target CSI sharing) leveraging defined/reference model of “Direction C” and taking RAN1 scalability study outcome into account [RAN4/RAN1/RAN2/RAN3] – check-point in RAN#110 upon SA WG feedback
· Specification of standardized dataset format/content plus dataset exchange (“Direction A, sub-option 4-1”) [RAN1/RAN2/RAN3/RAN4] – check-point in RAN#110 upon SA WG feedback








This document summarizes the contributions in RAN1 #122 on agenda 10.1.2.  
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2 Summary and proposals      
2.1 Target CSI, CSI feedback and association   
In RAN1 #122, it was agreed to support at least the precoding matrix as the target CSI type. In this subsection, we focus on this target CSI type first. Additional CSI types will be discussed further in Section 10.1.1.1. Once agreed upon, we will continue the discussion in Section 10.1.2 for dataset generation.
The discussion on the target CSI format is deferred until an agreement is reached in Section 10.1.1.2.
For CSI feedback, in RAN1 122, we have two options for the CSI feedback type. · Option 1: The exchanged CSI feedback is the latent message before quantization. 
· Option 2: The exchanged CSI feedback is the binary sequence at the output of quantization. 




Related to CSI feedback type, the NMSE performance target are calculated correspondingly.  · NMSE: 
· FFS: When the exchanged CSI feedback is the floating-point values at the input of quantization
· FFS: When the exchanged CSI feedback is the binary bit sequence at the output of quantization, the binary sequence will be mapped back to the floating-point values via quantization codebook  






Based on the tdoc submissions, the supporting companies for each option are as follows:  
· Option 1: CATT, China Telecom, Futurewei, Huawei, Interdigital, Lenovo, LG Electronics, MediaTek, Nokia, Qualcomm, Sharp, Spreadtrum, TCL, Xiaomi, Apple (15)
· Option 2: CMCC, Ericsson, ETRI, Fujitsu, Google, NEC, NTT DOCOMO, OPPO, Panasonic, Samsung, Vivo, ZTE Corporation (12)
The primary reason for supporting Option 1 is performance optimization, as overhead is not a concern for non-OTA delivery. The main advantage of Option 2 lies in its lower overhead. During the Rel-18 study, both Option 1 and Option 2 were evaluated. The following observations are quoted from TR 38.843, with related performance results highlighted in yellow.






For the evaluation of Type 3 NW first separate training with dataset sharing manner for CSI compression, for the pairing of 1 NW to 1 UE (Case 1), as compared to 1-on-1 joint training between the NW part model and the UE part model,
-	For the NW first separate training case where different backbones are adopted for the NW part model and the UE part model, more degradations are observed in general than the situation where the same backbone is adopted for the NW part model and the UE part model.
-	For the case where the shared output of the Network side CSI generation part is after quantization, 3 sources observe minor degradation of -0%~-1.02%, and 3 sources observe moderate degradation of -1.46%~-5.1%.
-	For the case where the shared output of the Network side CSI generation part is before quantization, 2 sources observe minor degradation of -0%~-0.1%, 1 source observes moderate degradation of -2.03%.
-	Note: the dataset sharing behaviour from above sources follows the example of the agreement where "the set of information includes the input and output of the Network side CSI generation part, or includes the output of the Network side CSI generation part only".
















The observation did not further categorize the quantization codebook used in the evaluation. As mentioned in the company's submission, for Option 2, a higher-accuracy vector quantization codebook is required to reduce the performance degradation compared to Option 1.

Given the supporting level of option 1 and option 2, also the observation in TR 38.843, option 1 is proposed.  

Proposal 1-1:   
For Option 4-1 under Direction A in AI/ML based CSI compression, for CSI feedback type and format, supports:
· Option 1: The exchanged CSI feedback is the latent message before quantization. 
· The exchanged CSI feedback is represented using floating format, e.g., float 32.

Please provide your view below, also indicate if the preferred option is mis-categorized. 

	Company
	View

	
	




In addition, association between target CSI and CSI feedback has been discussed. To avoid sending duplicate target CSI samples, many companies support a one-to-many (1:M) mapping between a single target CSI sample and multiple CSI feedback samples.  

Proposal 1-2:   
For Option 4-1 under Direction A in AI/ML based CSI compression, for the association between target CSI and CSI feedback in the standardized dataset. 
· Support 1:M mapping between one target CSI sample to multiple CSI feedback samples associated with different CSI payload size configurations
· FFS: Association between Target CSI and CSI feedback, including scalability related information for for different number of Tx port, number of sub bands.  
· FFS: indication of rank and layer related information  

 

Please provide your view below:
	Company
	View

	
	




2.2 Assisted information for scalable model training      
Performance metrics are considered in the exchanged dataset. During RAN1 122 discussion, both SGCS and NMSE are considered.  

During R19 evaluation, two alternative methods of UE training were discussed for option 4-1.  Both schemes are concluded as feasible. 
· For dataset exchange from NW-side to UE-side {target CSI, CSI feedback} of 4-1,
· Alt. 1: UE-side first trains a nominal decoder
· Step 1: UE-side develops a nominal decoder using the exchanged dataset.
· Step 2: UE-side develops an actual encoder against the nominal decoder.
· Alt. 2: UE-side directly develops and trains the actual encoder.









SGCS is the metric used for Alt 1 training, where the UE-side first trains a nominal decoder and then develops the actual encoder based on that decoder. NMSE is used for Alt 2 training, in which the UE-side directly develops the actual encoder. It has been proposed that dataset exchange should not restrict the UE-side choice between Alt 1 and Alt 2 training approaches. 

Based on the tdoc submissions, the supporting companies for each metrics are as follows:  
· Supporting Both SGCS and NMSE (12): CATT, China Telecom, ETRI, Fujitsu, Huawei, MediaTek, Panasonic, Qualcomm, Spreadtrum, Vivo, ZTE Corporation, Apple
· Supporting SGCS Only (6): CMCC, Ericsson, Futurewei, NEC, Nokia, OPPO
· Supporting NMSE Only (3): Google, NTT DOCOMO, Xiaomi

In addition, it should be noted that NMSE is the only metric for inter-vendor training collaboration option 3a-1. 

Multiple companies have proposed the performance metric is calculated per layer, per CSI feedback configuration and different antenna ports configuration:
 
· Companies Supporting Multiple Performance Targets: Apple, CATT, China Telecom, Ericsson, Fujitsu, Huawei, LG Electronics, MediaTek, Nokia, Qualcomm, Spreadtrum, Vivo, Xiaomi, ZTE Corporation
· Company Opposing Multiple Performance Targets: Futurewei


Proposal 2-1: 
For Option 4-1 under Direction A in AI/ML based CSI compression, support both SGCS and NMSE for performance target in the exchanged dataset. 
· SGCS: Average SGCS and SGCS values at X-percentiles 
· Average NMSE 

Please provide your view below, also indicate if the preferred option is mis-categorized. 

	Company
	View

	
	



Proposal 2-2: 
For Option 3a-1 under Direction A in AI/ML based CSI compression, support average NMSE for performance target with the exchanged model parameters.

Please provide your view below, also indicate if the preferred options is mis-categorized. 

	Company
	View

	
	

	
	



Proposal 2-3: 
For Option 4-1 and option 3a-1 under Direction A in AI/ML based CSI compression, the performance target is calculated per layer, per CSI feedback configuration, per (N1, N2) antenna ports configuration.  
· For the definition of SGCS:
· For a given layer ,  subband , and data instance ，SGCS is defined as 

where  is the reconstructed precoder by NW-side decoder of l-th layer and n3-th subband, n4-th data instance, and   is the corresponding precoder represented by PMI used for ground-truth target CSI for the l-th layer, n3-th subband, n4-th data instance. 
· SGCS is calculated by
· Average over N3 subbands.  
· Average or distribution over N4 data instances in a dataset
· For the definition of NMSE:
· For a given layer ,   and data instance ，NMSE is defined as 

where  is the calculated CSI feedback based on UE-side CSI compression before quantization of -th layer, n4-th data instance, and  is the corresponding CSI feedback provided by NW if exchanged CSI feedback is the floating-point values for -th layer, n4-th data instance. 
· Average NMSE is calculated by
· Average over N4 data instances in a dataset

Please provide your view below, also indicate if the preferred options is mis-categorized. 

	Company
	View

	
	



Other than performance target, scalable model structure and scalability methods was extensively evaluated in R19. The following options were studied. However, Rel-19 scalability study focused on scalable model structure for 3a-1, did not cover option 4-1 with sequential training.
  Agreement
For model structure scalability study for temporal domain Case 0,
· For the choice of token dimension and feature dimension,
· Alt 1: Use subband as the token dimension and Tx port as a feature dimension
· The number of tokens varies with the number of subbands.
· Alt 2: Use Tx port as the token dimension and subband as a feature dimension
· The number of tokens varies with the number of Tx ports.
· Alt 3: Use a fixed-size sub-block of Tx ports and subbands matrix (e.g., n_Tx_ports*m_Subbands) as a token and represent the input as a sequence of tokens.
· The number of tokens varies with the number of Tx ports and the number of subbands.
· For scalability over the feature dimension, 
· Alt1: specific embedding layer for each feature size
· Alt2: a common embedding layer with padding (e.g., zero-padding or other techniques for padding values) 
· For scalability over the token dimension, 
· Alt1: positional embedding specific to each token index
·  tokens out of   token positions are used as input.
· Alt2: Padding at the input
· For scalability over payload configurations,
· Alt1: specific output linear layer for each payload configuration
· Alt2: truncation/masking of the output linear layer output
· Alt3: by varying quantization parameters




Based on the tdoc submissions, the supporting companies shared the view on supporting this information as additional information.    

Tokenization Dimension and Feature Dimension Mapping
· Companies Supporting this exchange: Apple, CATT, China Telecom, CMCC, NEC, Qualcomm, Samsung, Xiaomi
· Company explicitly against this exchange: ZTE Corporation
Scalability Options Used in Reference Encoder
· Companies supporting this exchange: Apple, CATT, Fujitsu, Nokia, Qualcomm, Xiaomi
· Company explicitly against this exchange: ZTE Corporation
In addition, Huawei, Ericsson, and Panasonic made broader proposals against sharing "model structure" or "model design aspects." It is not clear whether model structure specifically refer to backbone information. 

Separately, there are proposals to standardize the mapping and scalability option by RAN1 or RAN4. 

Based on the discussion, 

Proposal 2-4:   
For Option 4-1 under Direction A in AI/ML based CSI compression, further study the following three   approaches to align model design aspects: 
· Option 1:  Additional assisted information is transmitted to align the model design aspects: 
· Tokenization dimension and feature dimension mapping in the reference encoder 
· Scalability options used in reference encoder.
· Note: NW-side proprietary information should not be disclosed.
· Option 2: UE assumes the dataset is generated with the same tokenization/feature dimension mapping and scalability options of the RAN4 defined / specified test encoder.
· Option 3: RAN1 specifies the tokenization dimension/feature dimension mapping and scalability options.   

Please provide your view below, also indicate if the preferred options is mis-categorized. 

	Company
	View

	
	




2.3 Pairing ID 
In RAN1 122, two FFS points were captured for pairing ID discussion: 
· From RAN1 perspective, the uniqueness of the pairing ID needs further studied.     
· FFS: the impact on pairing ID(s) when additional data samples are added to an exchanged dataset, if supported 
Companies supporting PLMN-Unique pairing ID includes Apple, CATT, Continental Automotive, Futurewei, Huawei, Indian Institute of Technology Madras (IITM), Nokia, NTT DOCOMO, OPPO, Xiaomi

Companies proposing alternative view includes:  
· MediaTek: Proposes a globally unique ID (unique across all operators/MNOs).
· Qualcomm: Proposes that the uniqueness scope should not be standardized by RAN1 and should be left to operator coordination.
· Lenovo: Proposes the ID should be unique within the coverage area of a specific network node responsible for the data exchange, which is a different scope than a full PLMN.

On whether pairing ID is unique within PLMN network, it should be clarified that PLMN ID can be used together with pairing ID to ensure the pairing ID is globally unique.

In addition, in RAN2 #131 Aug meeting, for BM, it was agreed “Associated IDs shall be unique within a PLMN in that they can only be associated with one same/similar beam deployment.”   

Proposal 3-1:   
For Option 4-1 under Direction A in AI/ML based CSI compression, the paring ID in the exchanged dataset is PLMN unique.  

Please provide your view below, particularly the reasoning for support option 1 or option 2:

	
	

	
	





On the impact on pairing ID(s) when additional data samples are added to an exchanged dataset, different scenarios are discussed:  
· Case 1: When a new dataset is used to update an exchanged dataset with new samples. The newly updated NW side CSI reconstruction model can work with existing UEs in the field. NW side shared to additional dataset for UE side for potential model updates.    
· Case 2: When a new dataset is used to update an exchanged dataset with additional configurations (larger BW, larger number of ports, additional payload configuration etc).       
· Case 3: When a new dataset is used to train new NW side CSI generation model which is not compatible with existing UEs in the field. 
· Case 4: When one dataset is split into multiple dataset batches before dataset exchange.

On the solution side, for case 3, a new pairing ID will be generated and signalled. Howerver for case 1, 2 and 4, there are different proposals: 
· Option 1: the same pairing ID is used as the previous dataset.  
· Option 2: the same pairing ID is used as the previous dataset, with additional sub-dataset ID or value tag is attached  
· Option 3: a different pairing ID is used, and the backward compatibility between dataset is signalled to the UE, such as using pairing ID list. 
· Note: this option cover case 3 as well. 

Proposal 3-2:   
For Option 4-1 under Direction A in AI/ML based CSI compression, consider the following options on the pairing ID(s) signaling when additional data samples are added to an exchanged dataset:
· If the NW side CSI reconstruction model is backward compatible with the exchanged dataset,  
· Option 1: The same pairing ID is used as the exchanged dataset.
· Option 2: The same pairing ID is used as the exchanged dataset, with additional value tag or sub-dataset ID.
· Option 3: Different pairing ID is used, with additional signaling of backward compatibility with the exchanged dataset (e.g., pairing ID list that list all the compatible datasets)   
· If the NW side CSI reconstruction model is NOT backward compatible with the exchanged dataset, different pairing ID is used.  

Please provide your view below:

	
	

	
	



2.4 Quantization codebook       
R18 study evaluated quantization aware and non-aware training. As quantization non-aware training suffers performance loss, the quantization aware training should be adopted.

For quantization codebook whether it should be exchanged with the dataset, or specified in the spec,    

· Companies supporting codebook exchange (VQ look up table or SQ quantization parameters) with the dataset: BUPT, CATT, Fujitsu, Futurewei, Huawei, Lenovo, LG Electronics, Qualcomm, Sony, Spreadtrum, TCL, ZTE Corporation, Apple, Ericsson?
· Companies supporting 3GPP specify one or multiple quantization codebooks, and indication of one of the specified quantization codebook(s) along with dataset exchange: Samsung, Nokia

In addition, to simply the quantization codebook design, there are proposals including: 
· Only support the scaler quantization codebook
· One common codebook per dataset, across different number of Tx ports, different sub-bands and different CSI payload configuration. 

When vector quantization codebook is used, most companies are proposing look up table as the format. When scaler quantization is used, codebook parameters can be sent such as quantization granularity, range (min/max values), number of bits. It is FL’s understanding that the loop up table can be used to indicate SQ as well. 

Whether the quantization codebook should be specified in RAN1 spec is under discussion in 10.1.1.1.  

Proposal 4-1:   
For Option 4-1 under Direction A in AI/ML based CSI compression, if the quantization codebook for CSI feedback is not specified by the specification, 
· The quantization codebook exchange via Look up table, with corresponding  and  configurations 
· Common quantization codebook for different antenna ports configuration, subband configuration, different MIMO layer, and CSI payload size configuration.  


Please provide your view below:

	
	

	
	



Proposal for Offline/Online    
 

Appendix 1: Company proposals  
TDoc: R1-2506745
Source: Futurewei
Proposal 1: For CSI feedback in the exchanged dataset for Option 4-1 in CSI compression via 2-sided model Case 0, support the following for CSI feedback type and format: 
• Option 1: The exchanged CSI feedback is the latent message before quantization
Proposal 2: For target CSI in the exchanged dataset for Option 4-1 in CSI compression via 2-sided model Case 0, the Pairing ID may be unique per PLMN, and the discussion/decision should be handled by RAN2.
Proposal 3: For CSI feedback in the exchanged dataset for Option 4-1 in CSI compression via 2-sided model Case 0, when additional samples are added to an already exchanged dataset at NW-side, NW should determine/decide whether a new dataset exchange along with a different Pairing ID is needed.
Proposal 4: For CSI feedback in the exchanged dataset for Option 4-1 in CSI compression via 2-sided model Case 0, regarding quantization codebook exchange method, at least support using look-up-table format.
Proposal 5: For CSI feedback in the exchanged dataset for Option 4-1 in CSI compression via 2-sided model Case 0, at least support using a common quantization codebook for various CSI payload sizes.
Proposal 6: Regarding the format of the performance target in the exchanged dataset for Option 4-1 in CSI compression via 2-sided model Case 0, support: Including target performance/SGCS values at X-percentiles Note: average SGCS value may still be provided.
Proposal 7: Regarding performance target in the exchanged dataset for Option 4-1 in CSI compression via 2-sided model Case 0, support using one common performance target (one set of X-percentiles) across different configurations/layers/CSI payload sizes assuming a scalable model structure will be adopted at UE-side in developing the actual encoder.


TDoc: R1-2506776
Source: ZTE Corporation
Proposal 1: The following specification impacts for the two sub-options of Direction A can be discussed with equal priority: 
· For Direction A sub-option 4-1, further consider dataset related information, e.g., dataset content, dataset type, dataset format, and additional information. 
· For Direction A sub-option 3a-1, further consider parameter related information, e.g., parameter content/format, quantization method and additional information.
Proposal 2: For target CSI type for model training, support precoding matrix with spatial-frequency domain representation as a starting point.
Proposal 3: If eType II codebook with new parameters is agreed as target CSI format for NW-side data collection, support the same target CSI format in the dataset.
Proposal 4: Support binary sequence at the output of quantization as CSI feedback in the dataset.
Proposal 5: Support the exchange of quantization codebooks and their associated configurations for both scalar quantization (SQ) and vector quantization (VQ). Note: A quantization codebook consists a set of codewords. Note: The configuration specifies the length of the segment and the number of bits per segment.
Proposal 6: Support a common quantization codebook for different CSI payload sizes corresponding to different lengths of the latent message.
Proposal 7: For Option 4-1 under Direction A, support NMSE as performance target in case that CSI feedback is represented as a binary bit sequence at the output of quantization.
Proposal 8: For Option 4-1 under Direction A, support multiple performance targets for at least different layers, different configurations of payload sizes, and different configurations of antenna ports.
Proposal 9: For Direction A sub-option 4-1, the pairing ID should not be cell-specific, and its uniqueness should be determined by RAN2.
Proposal 10: Additional data samples to update model may be associated with a separate pairing ID.
Proposal 11: For Direction A sub-option 4-1, there is no necessity to exchange additional assisted information regarding the model backbone type, hyper-parameters, tokenization dimension and feature dimension mapping, and scalability options.
Proposal 12: For Direction A sub-option 4-1, transferring layer indication information (e.g., layer index for data sample) in the dataset can be considered even for layer common model, given that each layer may have separate performance target.
Proposal 13: For Direction A sub-option 3a-1, scalar quantization can be applied for the exchanged model parameters.
Proposal 14: For Direction A sub-option 3a-1, further discuss SGCS or NMSE as the performance metric for performance target for potential down-selection.
Proposal 15: For Direction A sub-option 3a-1, further discuss the necessity of associating each configuration combination of payload size, Tx port, and subband with a separate performance target.
Proposal 16: For Direction A sub-option 3a-1, whether pairing ID should be global or local and other related issues shall be determined by RAN2.
Proposal 17: For model structure scalability for Direction A sub-option 3a-1, support For the choice of token dimension and feature dimension, Alt 1: Use subband as the token dimension and Tx port as a feature dimension The number of tokens varies with the number of subbands. For scalability over the feature dimension, Alt 2: A common embedding layer with padding For scalability over the token dimension, Alt 2: Padding at the input For scalability over payload configurations, Alt 2: Truncation/masking of the output linear layer output
Proposal 18: For Direction C, support Transformer as the reference model backbone, avoiding the duplicated specification efforts between RAN1 and RAN4.

TDoc: R1-2506783
Source: TCL
Proposal 1: For CSI feedback format, the format of floating-point values is preferred for better encoder performance.
Proposal 2: Support exchange of quantization related information along with dataset exchange and the content of quantization related information can wait for the discussions in 10.1.1.1.
Proposal 3: For target CSI format, reusing the same format as NW-side data collection for training is preferred and it can wait for the discussions in 10.1.1.2.


TDoc: R1-2506794
Source: Interdigital
Proposal 1: For Target CSI in Option 4-1, specify the type (i.e., domain) and format of Target CSI.
Proposal 2: Study beam domain processing for representing the Target CSI for Option 4-1.
Proposal 3: For Option 4-1, support dataset preprocessing as an additional information to be exchanged to handle the dataset scalability issue.
Proposal 4: For Option 4-1, support structured CSI feedback with masking/truncation capabilities to cover a wide range of CSI feedback sizes with the one CSI feedback data.
Proposal 5: Select Option 1 (the exchanged CSI feedback is the latent message before quantization) for the CSI feedback for Direction A, Option 4-1 of inter-vendor training collaboration.
Proposal 6: RAN1 to determine whether the performance metric included as additional information along with the exchanged dataset in Option 4-1 refers to the E2E encoder-decoder model or to the encoder only.
Proposal 7: Study inclusion of the decoder backbone information and the loss function as additional information along with the exchanged dataset in Option 4-1.


TDoc: R1- 2506805  
Source: Spreadtrum
Proposal 1: For Option 4-1 under Direction A in AI/ML based CSI compression, target CSI format reuses the same format as NW-side data collection for training.
Proposal 2: For Option 4-1 under Direction A in AI/ML based CSI compression, the exchanged CSI feedback is the latent message before quantization.
Proposal 3: Only support SQ as the quantization method, and the quantization granularity and range should be delivered from NW.
Proposal 4: The average SGCS or average NMSE should be exchanged along with dataset from NW to UE. Support average performance target, e.g. average SGCS and/or average NMSE. Multiple performance targets should be exchanged for different configurations.
Proposal 5: Proposal 4: The average SGCS or average NMSE should be exchanged along with dataset from NW to UE.
Proposal 6: Multiple performance targets should be exchanged for different configurations

TDoc: R1-2506834
Source: Ericsson
Proposal 1: The same target CSI format is defined for NW-side data collection and for dataset exchange for inter-vendor training collaboration Direction A option 4-1.
Proposal 2: For dataset exchange from NW-side to UE-side for Direction A sub-option 4-1, the exchanged CSI feedback is the binary sequence at the output of quantization.
Proposal 3: Support 1-to-M target CSI to CSI feedback mapping, where a target CSI sample is mapped to multiple CSI feedback samples associated with different configurations (e.g., CSI payload sizes).
Proposal 4: For the performance target sharing, support the end-to-end (encoder-decoder model pair) based performance target only.
Proposal 5: For the end-to-end (encoder-decoder model pair) based performance target sharing, support only SGCS-based type of performance metric.
Proposal 6: Support multiple SGCS statistics (e.g., SGCS values at X-percentiles) as the type of performance target instead of using only a single mean SGCS value across all samples.
Proposal 7: For the case of a single dataset or model parameter set containing/supporting multiple configurations (payload sizes, number of layers, max rank values, subbands, etc.), multiple performance targets are exchanged for different configurations.
Proposal 8: The testing dataset (input data for evaluating the performance) shall be exchanged from the NW-side, e.g., the last X percent of the exchanged dataset shall be used for performance evaluation.
Proposal 9: Support SQ with uniform quantization as the only quantization method that is used for quantizing the CSI feedback for both model training and model inference.
Proposal 10: Support including quantization configuration parameters as part of the payload configurations associated with the exchanged dataset.
Proposal 11: Don’t support sharing additional model design aspects from NW-side to UE-side for inter-vendor training collaboration.

TDoc: R1-2506889
Source: Vivo
Proposal 1: Target CSI format for inter-vendor training collaboration is discussed separately, and can be down select from the following options.
· Option 0: Reusing legacy e-Type II codebook
· Option 1: Scalar quantization to the Target CSI. FFS number of bits for real/imaginary
· Option 4: eType II like codebook with new parameter values (e.g., larger L, pv, beta, amplitude, phase)
Proposal 2: CSI feedback is Post-quantized CSI, which is a binary sequence with payload bits:{b_1,b_2,⋯b_payloads}, and payload information shall be indicated along with the CSI feedback.
· FFS: the payload information is provided by payload size or the parameter combination {, L and }.
Proposal 3: For a data sample, the following mapping relationship between target CSI and CSI feedback can be considered
· One-to-many mapping: one target CSI can be compressed to multiple CSI feedbacks. e.g., {target CSI, CSI feedback#1, , CSI feedback#i, CSI feedback#N}.
· Multiple data samples with same target CSI configuration can be grouped together as a subgroup within a dataset.
Proposal 4: Both SGCS and NMSE are supported as performance targets.
·  Average SGCS and average NMSE can be considered.
Proposal 5: Multiple performance targets can be exchanged for different configuration (e.g., different ports and different payloads).
Proposal 6: For the definition of SGCS:
· For a given layer ,  subband , and data instance ，SGCS is defined as 

where  is the reconstructed precoder by NW-side decoder of l-th layer and n3-th subband, n4-th data instance, and   is the corresponding precoder represented by PMI used for ground-truth target CSI for the l-th layer, n3-th subband, n4-th data instance. 
· And then average SGCS is calculated by
· wideband frequency granularity
· multiple data instances in a dataset
· per layer
Proposal 7: For the definition of NMSE, it is NMSE{CSI feedback, } for encoder-only performance target.
· For a given layer ,   and data instance ，NMSE is defined as 

where  is the calculated CSI feedback based on UE-side CSI compression before quantization of -th layer, n4-th data instance, and  is the corresponding CSI feedback provided by NW if exchanged CSI feedback is the floating-point values, or dequantization CSI feedback provided by NW if exchanged CSI feedback is the binary bit sequence  for -th layer, n4-th data instance. 
·  Average NMSE is calculated by
· multiple data instances in a dataset
· per layer
Proposal 8: For a dataset content, the following can be included:
· Pairing ID
· Performance targets for each layer and each configuration
· Layer indication
· Configuration of target CSI and CSI feedback 
· Data sample number(N) / Data sample type (one-to-one, or one-to-many)
· N Data sample is consisting of {target CSI, CSI feedback}

TDoc: R1-2506933
Source: Huawei
Proposal 1: For Target CSI in Option 4-1 under Direction A: 
· For Target CSI type, support both precoding and channel matrix. 
· For Target CSI quantization format, it depends on the discussion of Agenda 10.1.1.2 
· If RAN1 achieves consensus on supporting the high-resolution quantization method/format for Target CSI in NW side data collection, the same format can be applied for dataset exchange. 
· Otherwise, support SQ with FP32, Float16, or 8 bits quantization.
Proposal 2: For CSI feedback in Option 4-1 under Direction A, support Option 1: the exchanged CSI feedback is the latent message before quantization. 
· Regarding the performance target calculation, it should be calculated based on the quantized bit sequence.
Proposal 3: For Option 4-1 under Direction A, the association between Target CSI and CSI feedback can be represented by mapping the content of Target CSI and the content of its corresponding CSI feedback by order into specific fields.
Proposal 4: For Option 4-1 under Direction A, for performance target in the exchanged dataset: Support both SGCS and NMSE as performance targets. Support both Average value and X-percentile values. For the calculation of both SGCS and NMSE, the metric is calculated based on the latent message dequantized from the bit sequence irrespective to whether the format of the exchanged CSI feedback is floating vector (i.e., latent message) or quantized bit sequence.
Proposal 5: For Option 4-1 under Direction A, support multiple performance targets for different layers when the target CSI type is precoding matrix. for different combinations of {Tx port pattern, subband pattern, CSI payload size}, where each CSI payload size is represented with a specific combination of values of d (length of the latent message), Q (number of bits per scalar/segment), L (length of the segment), as well as partial UCI omission pattern.
Proposal 6: For the performance target in Option 4-1 under Direction A, at least consider to provide the performance metric (in forms of NMSE) for the Encoder (between the Encoder output and the testing CSI feedback) as well as the performance metric (in forms of SGCS) for the Decoder (between the Decoder output and the testing Target CSI). End-to-End performance metric (in forms of SGCS) between the Decoder output and the testing Target CSI can be additionally provided.
Proposal 7: For the performance target in Option 4-1 under Direction A, do not support sharing the model structure related information.
Proposal 8: Consider the Pairing ID as PLMN unique.
Proposal 9: Subject to one Pairing ID, subset ID can be introduced to indicate a subset of the full dataset represented by the Pairing ID, considering the following two cases: Case 1: When a new dataset batch is used to update an exchanged dataset batch with new samples. Case 2: When one dataset is split into multiple dataset batches before dataset exchange.
Proposal 10: For Option 4-1 under Direction A inter-vendor training collaboration, consider a look up table for SQ or VQ quantization methods for CSI feedback: SQ: each scalar element is quantized to Q bits (configurable Q=2, 4) with uniform quantization between 0 and 1. VQ: the codebook is composed of 2^Q codewords each with an index represented by Q bits, and each codeword of length L is represented with L FP32 elements. Common master codebook with fixed segment size L across all layers (for precoding matrix feedback) and configurations of {Tx port, subband number, CSI payload size (including d/Q/L)} is supported. Different Q values can be obtained by selecting subset(s) from the master codebook to achieve different CSI payload sizes for different configurations/layers.

TDoc: R1-2506980
Source: Xiaomi
Proposal 1: Support legacy eType II codebook quantization for target CSI and precoding matrix with spatial-frequency domain as target CSI type.
Proposal 2: Support Option 1: the exchanged CSI feedback is the latent message before quantization, as CSI feedback type and format.
Proposal 3: Support one target CSI with the different number of Tx ports and/or number of subbands configurations is mapped to one CSI feedback with different CSI payload size configurations.
Proposal 4: One pairing ID is PLMN unique.
Proposal 5: A new pairing ID is associated with the retrain or finetune two-side model with the additional data.
Proposal 6: Support to define pairing ID rule and/or UE behavior for maintaining the compatibility of original two-side model and retrained two-side model based on additional data samples.
Proposal 7: Support NMSE as performance metric.
Proposal 8: Support multiple performance targets for different configurations such as antenna ports, subband configuration and payload size configuration.
Proposal 9: Support average NMSE as the format of performance target.
Proposal 10: Support to exchange model backbone type for reference CSI generation part model
Proposal 11: Support to specific scalability method and choice of token dimension and feature dimension.

TDoc: R1-2507008
Source: CMCC
Proposal 1: There should be a common design for target CSI for inference, data collection, monitoring and inter-vendor collaboration training.
Proposal 2: At least precoding matrix in the spatial-frequency domain in a subband granularity should be supported as the standardized dataset content of target CSI for inter-vendor collaboration training Option 4-1.
Proposal 3: In AI/ML based CSI compression, regarding the standardized dataset format of target CSI for inter-vendor collaboration training Option 4-1, codebook-based Rel-16 eType2 can be considered as baseline.
Proposal 4: In AI/ML based CSI compression, regarding the standardized dataset format of target CSI for inter-vendor collaboration training Option 4-1, the basic codebook structure could be reused, along with the basic concept of spatial domain and frequency domain basis.
Proposal 5: In AI/ML based CSI compression, regarding the standardized dataset format of target CSI for inter-vendor collaboration training Option 4-1, the exact supported values of codebook parameters can be studied to make sure high resolution data transfer, e.g. larger number of beam/angle or frequency/delay basis vectors reporting (W1, Wf) and/or higher resolution quantization for coefficient feedback (W2).
Proposal 6: For CSI feedback type and format, support Option 2, i.e. the exchanged CSI feedback is the binary sequence at the output of quantization.
Proposal 7: Some necessary model related information, such as model backbone, can be aligned between NW side and UE side to achieve better performance for Option 4-1.
Proposal 8: For inter-vendor-collaboration Options 4-1 in Direction A, for the type of performance metric, at least support SGCS, and the definition of SGCS used for performance metric for AI/ML based CSI prediction can be reused as much as possible.
Proposal 9: For inter-vendor-collaboration Option 4-1, when additional data samples are added to an exchanged dataset, the pairing ID should be kept as same.

TDoc: R1-2507110
Source: CATT
Proposal 1: For inter-vendor collaboration sub-option 4-1, spatial-frequency domain input can be prioritized for dataset format standardization.
Proposal 2: For format of target CSI in dataset for sub-option 4-1, the following options can be supported: Option 1: Rel-19 eType II codebook (with or without enhancement) Option 2: Floating point
Proposal 3: For Option 4-1 under Direction A, support Option 1 for CSI feedback type and format, i.e. the exchanged CSI feedback is the latent vector before quantization.
Proposal 4: For inter-vendor collaboration sub-option 4-1, both SGCS and NMSE can be supported as performance target. SGCS can be used for UE-side training with nominal decoder NMSE can be used for UE-side training without nominal decoder
Proposal 5: Regarding details of the format of the performance target, at least support Option 1. Option 1: Average performance target, e.g. average SGCS and/or average NMSE
Proposal 6: For inter-vendor collaboration sub-option 4-1, support multiple performance targets corresponding to different configurations, at least for different layers, different number of Tx ports and different payload sizes.
Proposal 7: For quantization alignment between UE side and NW side, prioritize uniform scalar quantization.
Proposal 8: For quantization codebook exchange method, support explicitly exchanging codebook, e.g., via look up table. Different quantization codebooks can be applied to different configurations, including different payload sizes, number of Tx ports and subbands.
Proposal 9: Paring ID is unique within operator, i.e. PLMN-specific pairing ID.
Proposal 10: For Option 4-1 under Direction A, if additional data samples are added to an exchanged dataset, Same pairing ID can be reused for model update. New pairing ID can be assigned if a new decoder is trained.
Proposal 11: For the dataset content of inter-vendor collaboration sub-option 4-1, the additional information also includes: Pairing ID Model structure related information Indicating specified model backbone type, as well as hyper parameters if needed Configurations related information
Proposal 12: The standardized dataset format should facilitate the aggregation of multiple configurations to reduce the dataset size. The same target CSI can be associated with different CSI feedback corresponding to different payload sizes. The same target CSI can be associated with different CSI feedback corresponding to part of subbands included in the target CSI as input.
Proposal 13: Proposal 12: The standardized dataset format should facilitate the aggregation of multiple configurations to reduce the dataset size.
Proposal 14: Method of realizing model scalability can be provided along with dataset for sub-option 4-1 as additional information.

TDoc: R1-2507167
Source: OPPO
Proposal 1: Only support CSI eigenvector in spatial-frequency domain as the target CSI type in exchanged dataset(s). Whether the input of precoding matrix in spatial-frequency domain is transformed into other forms can be left to UE-side encoder implementation.
Proposal 2: Support linear normalization and uniform scalar quantization on real and imaginary part as baseline format of target CSI in exchanged dataset(s). Determination of quantization related parameters can be further discussed.
Proposal 3: Support binary sequence after quantization as the format of CSI feedback in Option 4-1.
Proposal 4: Support to use average SGCS instead of distribution of SGCS as the performance target for each layer in Option 4-1, including: Option A: direct SGCS Option B: differential SGCS compared to legacy codebook Suggest to use Option B as the additional information.
Proposal 5: Regarding quantization codebook exchange, support: Explicit quantization parameters indication along with each CSI feedback dataset Implicit quantization parameters indication based on associated index along with each CSI feedback dataset
Proposal 6: Support of unique pairing ID within a PLMN.
Proposal 7: Support of the same pairing ID if additional CSI feedback data samples are added to an exchanged dataset.
Proposal 8: Support of additionally using version ID to indicate the relationship between new dataset and exchanged dataset.
Proposal 9: Suggest to use Option B as the additional information.

TDoc: R1-2507244
Source: Samsung
Proposal 1: In dataset sharing based approach (Direction A Opt. 4-1), support a unified format for Target CSI and CSI feedback Target CSI format to be the same as the Target CSI format to be specified for NW-side data collection in AI 10.1.1.2 CSI feedback format to be the same as the CSI feedback format to be specified for inference report in AI 10.1.1.1
Proposal 2: For Option 4-1 under Direction A in AI/ML based CSI compression, for CSI feedback type and format, support Option 2: The exchanged CSI feedback is the binary sequence at the output of quantization.
Proposal 3: For Option 4-1 of Direction A, consider NW-side sharing the encoder backbone assumption associated with the dataset as additional information.
Proposal 4: For Option 4-1 under Direction A in AI/ML based CSI compression, support indication of one of the specified quantization codebook(s) along with dataset exchange.
Proposal 5: For Option 4-1 under Direction A in AI/ML based CSI compression, before discussing the impact on pairing ID(s) when additional data samples are added to an exchanged dataset, RAN1 should discuss the purpose of the additional data samples and the expected UE-side behaviour.

TDoc: R1-2507282
Source: Fujitsu
Proposal 1: For Option 4-1 under Direction A in AI/ML based CSI compression, CSI feedback is defined as the binary sequence at the output of quantization.
Proposal 2: For Option 4-1 under Direction A in AI/ML based CSI compression, target CSI format reuses the same format as that of NW-side data collection, if the target CSI of Option 4-1 comes from the NW-side data collection procedures.
Proposal 3: Support quantization with eT2-like high-resolution codebook as the format of target CSI.
Proposal 4: Regarding the performance target for Option 4-1, Support Average SGCS as the metric of the SGCS. Support NMSE based on the assumption of CSI feedback with binary bit sequence. Multiple performance targets can be pending and wait for model type down-selection.
Proposal 5: For Option 4-1, test dataset should be exchanged from NW to UE: Performance target should be associated with the exchanged test dataset and shared to the UE. The test dataset can be as a part of the exchanged dataset for training. The test dataset can be an independent dataset exchanged from NW to UE. FFS: the indication method of the test dataset.
Proposal 6: For Option 4-1, rank indication information and layer index information can be included in the assisted information of the exchanged dataset.
Proposal 7: For Option 4-1, to develop scalable UE-side encoder, scalability-specific dataset should be exchanged from NW to UE, Study the format of the scalability-specific data-sample in the exchanged dataset. Study the indication of scalability-related parameters.
Proposal 8: Pairing ID is obtained from inter-vendor training collaboration, which is shared from NW to UE along with the exchanged dataset. The pairing ID is used to align the model operations at both NW-side and UE-side.
Proposal 9: For Option 4-1, as additional information, hyper-parameters (e.g. segment size) and/or trainable parameters (e.g., VQ table) for quantization book can be shared from NW to UE along with the exchanged dataset/model parameters: FFS: Standardized configuration of the quantization codebook, and its scalability across payload sizes.  

Source: China Telecom
Proposal 1: For the format of target CSI and CSI feedback in inter-vendor training collaboration Direction A, sub-option 4-1, support: Target CSI: Rel-16 eType II codebook with new parameters. CSI feedback: latent message before quantization.
Proposal 2: For inter-vendor training collaboration Direction A, sub-option 4-1, support transmission in the non-OTA manner.
Proposal 3: For the type of target CSI in inter-vendor training collaboration Direction A, sub-option 4-1, support precoding matrix over the spatial-frequency domain.
Proposal 4: For the format of both target CSI and CSI feedback, support a unified design for NW-side data collection, model inference, model monitoring and dataset exchange for inter-vendor training collaboration Direction A, sub-option 4-1.
Proposal 5: For inter-vendor training collaboration Direction A, sub-option 4-1, support SGCS and NMSE used for performance target as additional information SGCS should be used for Alt. 1, i.e., UE-side first utilizes the exchanged dataset to develop a nominal decoder, and given the frozen decoder, UE-side develops an actual encoder against the nominal decoder. NMSE should be used for Alt. 2, i.e., UE-side directly develops and trains an actual encoder without the nominal decoder.
Proposal 6: For inter-vendor training collaboration Direction A, sub-option 4-1, support pairing ID associated with the exchanged dataset as additional information.
Proposal 7: For inter-vendor training collaboration Direction A, sub-option 4-1, support model backbone related information shared as additional information.
Proposal 8: SGCS should be used for Alt. 1, i.e., UE-side first utilizes the exchanged dataset to develop a nominal decoder, and given the frozen decoder, UE-side develops an actual encoder against the nominal decoder.
Proposal 9: NMSE should be used for Alt. 2, i.e., UE-side directly develops and trains an actual encoder without the nominal decoder.
Proposal 10: For inter-vendor training collaboration Direction A, sub-option 4-1, support separate performance targets exchanged for different configurations.


TDoc: R1-2507391
Source: Nokia
Proposal 1: RAN1 focus: Specify standardized dataset format/content and dataset exchange for Direction A, sub-option 4-1.
Proposal 2: RAN1 assistance: RAN1 shares assumptions, references, and evaluation targets to support RAN4 studies for Direction C and Direction A, sub-option 3a-1.
Proposal 3: Precoding matrix based on scalar quantization is preferred as the target CSI type for inter-vendor training collaboration.
Proposal 4: For target CSI format, Option 2, the target CSI format for inter-vendor training collaboration to be designed separately is preferred.
Proposal 5: For Option 4-1 under Direction A in AI/ML based CSI compression, for CSI feedback type and format, select Option 1: CSI feedback is defined as the floating-point values at the input of quantization.
Proposal 6: Use average SGCS as the performance target in the standardized dataset for a configuration.
Proposal 7: FFS Multiple performance targets for different layer, different configurations such as antenna ports, sub-band configuration and payload configuration
Proposal 8: For assistance information sent together with the dataset, RAN1 to discuss whether information related to a reference model used by NW is needed to guide the UE-side model training. FFS: Reference model is Transformer-based FFS: whether dimension ordering, input ranges, output ranges, and quantization levels is needed; and if so whether such information should be exchanged or specified.
Proposal 9: A standardized dataset with pairing ID may include an indication of a preferred quantization codebook or codebooks. This does not preclude the use of other quantization codebooks with the pairing ID during inference.
Proposal 10: RAN1 to specify a structured Pairing ID framework. The Pairing ID shall be unique at least within PLMN (e.g., a vendor/operator-assigned identifier) and associated with metadata including scalability configurations, recommended quantization codebooks, and information for model update/lineage.
Proposal 11: Select scalar quantization as the only approach for quantizing CSI feedback.
Proposal 12: For quantization codebook used for quantizing the feedback under inter-vendor collaboration Direction A, select Alt2: Use a standardized quantization codebook decided by RAN1.

TDoc: R1-2507398
Source: Lg Electronics
Proposal 1: #1: For sub-option 4-1 in Direction A, further study on at least following aspects: dataset format, the number of data samples in datasets, and size of each component in dataset.
Proposal 2: #2: For association between target CSI and CSI feedback, consider how the rank and/or layer affects one-to-many mapping.
Proposal 3: #3: For CSI feedback type and format, defer the discussion until a decision on quantization options is made, which are Alt1 (NW trained and exchanged) & Alt2 (fixed codebook) with the following CSI feedback format for each alternative. For Alt1 (NW trained and exchanged): codeword index of NW-developed codebook For Alt2 (fixed codebook): unquantized version (Option 1)
Proposal 4: #4: Regarding performance target with dataset, consider CSI feedback format and/or latent distribution in decision/discussion on metric type.
Proposal 5: #5: Regarding performance target with dataset, support different metric types for different subband and/or port configurations.
Proposal 6: #6: To prevent the pairing ID explosion, additional data samples can be assigned to the same pairing ID with initial dataset and may have different data format (e.g., either target CSI or CSI feedback rather than both).

TDoc: R1-2507414
Source: NEC
Proposal 1: For the target CSI type, support precoding matrix. For the target CSI format, support legacy CSI codebook or higher resolution eType II like codebook with new parameter values.
Proposal 2: The compressed CSI feedback can be represented as a fixed-length or entropy-coded binary sequence format suitable for transmission.
Proposal 3: For inter-vendor collaboration under Direction A and sub option 4-1, a standardized signalling mechanism can be defined to facilitate the transfer of datasets from the gNB (network side) to the UE (user equipment side) to support AI/ML-based CSI compression.
Proposal 4: For inter-vendor collaboration under Direction A and sub option 4-1, a standardized signalling mechanism can be defined from the UE to the gNB to indicate the mapping between the dataset received and the trained AI/ML model—developed using that dataset—which is used for inference at the UE side.
Proposal 5: For inter-vendor collaboration under Direction A and sub option 4-1, NW should assign a unique identifier (e.g., dataset ID) to each transmitted dataset during encoder dataset exchange.
Proposal 6: For inter-vendor collaboration under Direction A and sub-option 4-1, the potential specification impact of training includes consideration of NW-side sharing of the encoder backbone.
Proposal 7: For inter-vendor collaboration under Direction A and sub option 4-1, a standardized signalling mechanism can be defined from the gNB to the UE to initiate the inference procedure at the UE side.
Proposal 8: For inter-vendor collaboration under Direction A and sub option 4-1, the gNB can indicate performance targets to the UE as part of the CSI feedback configuration.
Proposal 9: For inter-vendor collaboration under Direction A and sub option 4-1, support to consider the end-to-end performance targets for performance target sharing.
Proposal 10: For inter-vendor collaboration under Direction A and sub option 4-1, support to the average SGCS be adopted as the primary performance target for evaluating AI/ML-based CSI compression methods.

TDoc: R1-2507417
Source: Panasonic
Proposal 1: The specification works on reference model for Direction A sub-option 3a-1 and Direction C can be postponed waiting the conclusions of RAN4 study.
Proposal 2: RAN1 should decide dataset format based on the conclusion of target CSI type and data collection format.
Proposal 3: For Option 4-1 under Direction A in AI/ML-based CSI compression, for the exchanged CSI feedback type and format, Option 2 should be considered as baseline regardless Option 2 cause any problematic performance loss.
Proposal 4: For performance target shared as additional information for inter-vendor training collaboration, SGCS is used for end-to-end training and NMSE is used for training encoder side.
Proposal 5: For performance target shared as additional information for inter-vendor training collaboration, multiple SGCS/NMSE statistics are supported.
Proposal 6: No model backbone / structure related information sharing between NW-side and UE-side could be sufficient.

TDoc: R1-2507487
Source: Lenovo
Proposal 1: For option 4-1 of Direction A, prioritize schemes based on first construction of the nominal decoder and then training of the encoder model.
Proposal 2: Consider specification of procedure/signaling enabling the UE/gNB to identify/select a correct paired encoder/decoder without disclosing identifying information of the other side, i.e., gNB/UE.
Proposal 3: To avoid disclosure of vendor-identity, specify required procedures/signalling to support exchange of dataset/model parameters through a node/function inside the core network managed by the OAM.
Proposal 4: Consider that the ID associated with dataset/model parameters is unique within the coverage area served by the node/function in the network responsible for dataset/model parameters exchange.
Proposal 5: Specify required procedures/signalling enabling the node/function (in the network responsible for dataset/model parameters exchange) to associate an ID with datasets/model parameters that need to be exchanged between the NW-side and the UE-side.
Proposal 6: Confirm that the ID associated with a dataset/model parameters can be used further to determine the pairing encoder/decoder.
Proposal 7: Further study the procedure to initiate development of an encoder model for a particular ID (i.e., dataset/model parameters) that the UE/UE-side has not yet developed the corresponding encoder model
Proposal 8: Support specification of procedures/signaling enabling transmission of subset of CSI samples among the set of measured/collected CSI samples from the environment.
Proposal 9: Support specification of procedures/signaling enabling transmission of subset of CSI samples based on the experienced distortion level or a quality indictor.
Proposal 10: Support specification of procedures/signaling for transmission of additional information such as sample-group size (how often samples are observed), quality indicator, distortion level along the transmission of the sample itself.
Proposal 11: For CSI feedback type and format under Option 4-1 in AI/ML-based CSI compression Direction A, support Option-1: The exchanged CSI feedback is the latent message before quantization.
Proposal 12: If the quantization codebook for CSI feedback is not fixed by the specification, support exchange of multiple quantization codebook along with dataset exchange and include a procedure for UE and NW to align on the quantization scheme used for each feedback.
Proposal 13: Consider inclusion of the model ID in data collection configuration when collecting data for updating/fine-tuning of a certain model. The UE may also include the ID when reporting back the measured samples to the UE-side or NW.

TDoc: R1-2507498
Source: Etri
Proposal 1: For AI/ML-based CSI compression, for inter-vendor training collaboration option 4-1, consider the same type of target CSI type defined or to be defined in the agenda 10.1.1.1.
Proposal 2: For AI/ML-based CSI compression, for inter-vendor training collaboration option 4-1, consider the scalar quantization of the target CSI for the format of target CSI of the exchanged dataset(s).
Proposal 3: For AI/ML-based CSI compression, for inter-vendor training collaboration option 4-1, consider the exchanged CSI feedback is the binary sequence at the output of quantization.
Proposal 4: For AI/ML-based CSI compression, for inter-vendor training collaboration option 4-1, consider allowing multiple datasets to share the same pairing ID in order to support multiple configurations and payload sizes under a single pairing ID.
Proposal 5: For AI/ML-based CSI compression, for inter-vendor training collaboration option 4-1, consider exchanging the performance (e.g., SGCS) of the reference model after training at the NW, at least in cases where NMSE is employed as the performance target.
Proposal 6: For AI/ML-based CSI feedback, for inter-vendor training collaboration direction C sub-option 4-1, consider OTA based standardized signaling, or non-OTA based standardized signaling by OTA based control signaling.


TDoc: R1-2507519
Source: Google
Proposal 1: The dataset for the inter-vendor training collaboration should include W2 and the compressed W2 All the coefficients for W2 and compressed W2 are included
Proposal 2: For Option 4-1 under Direction A in AI/ML based CSI compression, for CSI feedback type and format, support Option 2: The exchanged CSI feedback is the binary sequence at the output of quantization.
Proposal 3: Do not support to fix a quantization codebook. The quantization codebook can be conveyed by the associated ID
Proposal 4: If the CSI compression is based on W2, the performance target should be based on NMSE.
Proposal 5: FFS: When the exchanged CSI feedback is the binary bit sequence at the output of quantization, the binary sequence will be mapped back to the floating-point values via quantization codebook


TDoc: R1-2507553
Source: Sharp
Proposal 1: For Direction A sub-option 3a-1, if the parameters exchanged from gNB are not available, UE performs CSI feedback (compression) with the specified model provided by RAN4.
Proposal 2: For Direction A sub-option 3a-1, UE directly trains the encoder with the parameters exchanged, i.e. Alt.2.
Proposal 3: For Direction A sub-option 4-1, adopt Alt.1 for generation model training, i.e. UE firstly trains a nominal reconstruction model and then trains a new generation model.
Proposal 4: For Option 4-1 under Direction A in AI/ML based CSI compression, for CSI feedback type and format, support to select option 1 as CSI feedback type.

TDoc: R1-2507588
Source: Sony
Proposal 1: Testing dataset should be exchanged from NW-side to UE-side to evaluate performance, and a standardized rule should be defined to indicate training dataset and testing dataset.
Proposal 2: For Option 4-1 under Direction A in AI/ML-based CSI compression, support the exchange of the quantization codebook as the trainable parameters of a neural network layer alongside the dataset, when the quantization method is not fixed by the specification.
Proposal 3: For Option 4-1 under Direction A in AI/ML-based CSI compression, support the exchange of statistical distribution characteristics of intermediate latent representations as additional information to enhance cross-vendor model alignment.

TDoc: R1-2507618
Source: MediaTek
For Direction A with sub-options 4-1 and 3a-1 and Direction C, AI/ML pairing ID is needed for monitoring configuration. 
In Direction A with sub-option 4-1, for {Target CSI} part of the exchanged dataset, reuse the same type and format leveraged for NW-side data collection.
In Direction A with sub-option 4-1, for {CSI feedback} part of the exchanged dataset, considering sharing CSI feedback prior to quantization with floating format, e.g., float 32/64.
To avoid redundancy in the dataset exchanged for training scalable AI/ML models, consider association of multiple CSI feedback to a single target CSI, e.g., {Target CSI, CSI feedback#1, …., CSI feedback#N.
For Direction A with sub-option 4-1, consider sharing NMSE/SGCS performance target in form of distribution.
Consider sharing performance target per each configuration covered by exchanged dataset.
For Direction A with sub-option 4-1 consider sharing backbone information NW’s encoder.
Support uniqueness of pairing ID across all MNOs rather than uniqueness within each MNO.

TDoc: R1-2507665
Source: Apple
Proposal 1: For inter-vendor training collaboration option 4-1, with precoding matrix as the target CSI type, support float point scaler quantization as the target CSI data format.
Proposal 2: For inter-vendor training collaboration option 4-1, adopt the following definition of CSI feedback and corresponding NMSE performance metric. Option 1: The exchanged CSI feedback is the latent message before quantization. NMSE is calculated between the exchanged CSI feedback and the CSI generation model output
Proposal 3: For inter-vendor training collaboration option 4-1, associate each target CSI sample and multiple CSI feedback, with explicitly signaling of corresponding subband index and CSI payload configuration.
Proposal 4: For inter-vendor training collaboration Option 4-1, support both alterative UE side offline training methodology evaluated in Rel-19 study: Alt. 1: UE-side first trains a nominal decoder Step 1: UE-side develops a nominal decoder using the exchanged dataset. Step 2: UE-side develops an actual encoder against the nominal decoder. Alt. 2: UE-side directly develops and trains the actual encoder.
Proposal 5: For inter-vendor training collaboration Option 3a-1, the additional information include performance targets defined in terms of NMSE metrics, where NMSE calculated based on floating-point values before quantization.
Proposal 6: For inter-vendor training collaboration option 4-1, when target CSI is precoding matrix, different performance targets are provided per precoding layer, different antenna ports and payload size configuration.
Proposal 7: For Option 4-1 under Direction A in AI/ML based CSI compression, additional assisted information is transmitted to align the model design aspects, including: Model backbone type for reference encoder Tokenization dimension and feature dimension mapping in the reference encoder Scalability options used in reference encoder.
Proposal 8: For Option 4-1 under Direction A in AI/ML based CSI compression, for quantization codebook exchange, support look up table-based approach.
Proposal 9: For Option 4-1 under Direction A in AI/ML based CSI compression, for quantization codebook exchange, the same quantization codebook is used for different CSI payload size.
Proposal 10: For inter-vendor training collaboration under Option 4-1, different dataset ID is assigned to different datasets. Define dataset ID list, where the mixing of datasets used at the NW side training is listed. The dataset ID list is used in inference configuration as part of applicability reporting procedure. UE will report applicable if one of the dataset ID matches within the dataset ID list.
Proposal 11: For inter-vendor training collaboration under Option 4-1, the dataset ID should be generated by the training entity. The dataset ID is PLMN unique.
Proposal 12: UE will report applicable if one of the dataset ID matches within the dataset ID list.

TDoc: R1-2507712
Source: Qualcomm
Proposal 1: For inter-vendor collaboration sub-option 4-1, study an efficient way to exchange the target CSI and CSI feedback pairs by avoiding sending duplicate target CSI samples.
Proposal 2: Common codebook per pairing ID is preferred. The necessity of specific codebook per subband configuration, per port configuration and per layer per rank needs clear justification.
Proposal 3: For inter-vendor collaboration sub-option 4-1, NW exchanges the target CSI via element-wise quantization using floating point.
Proposal 4: For inter-vendor collaboration sub-option 4-1, NW exchanges the CSI feedback before quantization.
Proposal 5: There is no need for RAN1 to further discuss the uniqueness of pairing ID. The assignment and allocation of pairing ID is based on the coordination and dataset categorization among NW entities and operators. NW entities and operators should ensure that the same pairing ID is not reused across different (non-compatible) datasets.
Proposal 6: Further study how to use pairing ID to indicate the backward compatibility of a new dataset.
Proposal 7: To align the model design aspects, consider either of the following options Alt1: NW exchange tokenization and scalability options used in reference encoder input/output generation. Alt2: NW adopts the tokenization and scalability options of the RAN4 defined / specified model when developing their own reference encoder and generating the input/output.
Proposal 8: For inter-vendor collaboration sub-option 4-1, NW provides both NMSE and SGCS target to the UE. Which performance target or both to use is upto UE implementation, and UE is expected to satisfy at least one of these two targets.
Proposal 9: Performance targets statistics should be exchanged, e.g., NMSE / SGCS at x% of the performance resulted by the exchanged dataset, or the NMSE / SGCS for each exchanged data sample.
Proposal 10: Specific performance targets are needed for particular layers, and are needed per subband / port / payload configuration.

TDoc: R1-2507732
Indian Institute of Technology Madras (IITM)
Proposal 1 : For Option 4-1 under Direction A, the following options for target CSI types can be studied:
* Option 1: The target CSI is represented as a full channel matrix specified in the angular-delay/spatial-frequency domain including temporal aspects for training data.
* Option 2: The target CSI is a precoding matrix mapped to a latent message for a given layer or rank.
* Option 3: The target CSI is a code-book derived PMI representation, such as the Rel 19 eType II codebook.
* Option 4: The target CSI is the eigen-vector(s) obtained from the channel. The number of vectors to select depends on the rank of the channel matrix.
* Option 5: A hybrid target CSI type that combines any of the above options.
Proposal 2: The initial pairing ID associated between a NW and a UE must be unique. For example PLMN ID based pairing ID.
Proposal 3: If supported, additional data samples are added or if there is a configuration change as discussed in observation 1, the generated dataset is not unique compared to the parent dataset. Such a dataset should be assigned a new pairing ID.
Proposal 4: We propose a new solution to address the pairing issue. Each primary interaction between an NW and a UE should be tagged with a unique pairing ID for model/parameters and dataset transfer. These pairing IDs are treated as Parent IDs with unique pairing IDs (e.g., #Parent_PLMN). Any modifications to datasets, such as adding data samples or changes in configuration, should be assigned new tags to the existing parent IDs i.e., If these datasets are between the same NW and UE, they are treated as Child datasets and assigned unique pairing tags, added at the end of each parent pairing ID (e.g., #Parent_PLMN_#Child_tag).
Proposal 5: For the quantisation codebook exchange method, a pre-trained baseline quantisation codebook can be agreed upon initially, based on the configurations like antenna configuration, CSI feedback size etc.. Later, UE requests the NW for adaptation by sending small calibration data. The NW trains or aligns its quantizer accordingly. 

TDoc: R1-2507764
Source: Continental Automotive
Proposal 1: The pairing ID should be unique within the PLMN scope.
Proposal 2: The same pairing ID should be reused if additional data samples are version-controlled and signaled properly.
Proposal 3: A new pairing ID should be assigned if the additional data samples come from new configurations to prevent misalignment between dataset and model assumptions.
Proposal 4: Configuration metadata representing minimum model related information should be shared between UE and network when pairing ID is misaligned or temporarily unavailable.
Proposal 5: Proposal 5: A hierarchical structure (e.g., such as PLMN - dataset - versioning) with composite identifier should be supported to guarantee uniqueness of pairing ID for datasets and their updates.

TDoc: R1-2507804
Source: NTT DOCOMO
Proposal 1: 1 Support the following pairing ID assignment for Direction C and Direction A, respectively. For Direction C (Option 1), the ID is specified for each specified reference model. For Direction A, the ID, which is different from the ones for Direction C, is assigned by NW. The ID is notified to the UE during the exchange of datasets or model parameters, as per the Rel-19 study. The details of ID assignment are up to RAN2. RAN1 specifies the UE behaviors based on the assumptions that the ID is unique per MNO.
Proposal 2: 2 Support the mechanism to release the pairing ID, e.g., with a pairing ID validation duration. RAN1 sends an LS to RAN2 (and/or other related WGs) to specify the detailed mechanism. RAN1 studies the UE behaviors when a pairing ID becomes invalid or is released.
Proposal 3: 3 Target CI format reuse the same format as NW-side data collection for training.
Proposal 4: 4 Support the NMSE as the performance target.
Proposal 5: 5 Option 2 is naturally the CSI feedback format and should be supported. No need to further discuss this issue.

TDoc: R1-2507828
Source: Beijing University Of Posts And Telecommunications
Proposal 1: During AI/ML model deployment, when performance degradation occurs, finetuning shall be supported by exchanging additional information (e.g., partial parameters or vector quantization codebooks) to align AI/ML models between the UE and NW sides.
Proposal 2: Under Direction A in AI/ML based CSI compression 3a-1, it is proposed to support the exchange of quantization codebooks together with parameters.
Proposal 3: NW-side and/or UE-side may separately train new CSI reconstruction part and/or CSI generation part compatible to the AI/ML model from Step 1 based on training Dataset B, as agreed in Note 1-1, 1-2, and 1-3 as agreed in RAN1#118.


Appendix 2: Previous Meeting Agreements
RAN1 122
Agreement:   
For Option 4-1 under Direction A in AI/ML based CSI compression, support at least target CSI and CSI feedback in the exchanged dataset(s). 
· FFS: Target CSI type and format 
· FFS: CSI feedback type and format
· FFS: Association between Target CSI and CSI feedback, including mapping for different number of Tx port, number of sub bands, and CSI payload size.
Agreement:   
For Option 4-1 under Direction A in AI/ML based CSI compression, consider  the following methods for performance target in the exchanged dataset,  
· SGCS 
· FFS: Average SGCS
· FFS: SGCS values at X-percentiles 
· NMSE: 
· FFS: When the exchanged CSI feedback is the floating-point values at the input of quantization
· FFS: When the exchanged CSI feedback is the binary bit sequence at the output of quantization, the binary sequence will be mapped back to the floating-point values via quantization codebook  
· FFS: Multiple performance targets for different layer when the target CSI type is precoding matrix, different configurations such as antenna ports, subband configuration and payload size configuration
	
Agreement:  
For Option 4-1 under Direction A in AI/ML based CSI compression, for CSI feedback type and format, down select one of the following options:
· Option 1: The exchanged CSI feedback is the latent message before quantization. 
· Option 2: The exchanged CSI feedback is the binary sequence at the output of quantization. 
· Note: Quantization codebook is exchanged in addition if not specified in the spec.
· Note: Whether or not using the Quantization codebook for model training, is up to UE implementation.

Agreement:   
For Option 4-1 under Direction A in AI/ML based CSI compression, support exchange of single pairing ID along with dataset exchange. 
· One pairing ID is assigned to one dataset.
· The dataset can have different number of Tx port, number of subbands, and CSI payload size configurations (including different quantization codebooks if needed).
· From RAN1 perspective, the uniqueness of the pairing ID needs further studied.     
· FFS: the impact on pairing ID(s) when additional data samples are added to an exchanged dataset, if supported.  

Agreement:   
For Option 4-1 under Direction A in AI/ML based CSI compression,  if the quantization codebook for CSI feedback is not fixed by the specification, support exchange of quantization codebook along with dataset exchange, 
· FFS: Quantization codebook exchange method (e.g, look up table, , or how to exchange quantization codebook related information, or other methods) 
· FFS: Common or different quantization codebook for different CSI payload size
· Note: leveraging the discussion in agenda item 10.1.1.1 when applied  
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