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9.1 Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface
Please refer to RP-240774 for detailed scope of the WI.

[116bis-R19-AI/ML] Email discussion on Rel-19 AI/ML – Taesang (Qualcomm)

To be used for sharing updates on online/offline schedule, details on what is to be discussed in online/offline sessions, tdoc number of the moderator summary for online session, etc
9.1.1 Specification support for beam management
Agreement

For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 

· wherein information of inference results of one time instance is as in one report for BM-Case 1 

· Note: overhead reduction is not precluded 

· FFS on details

Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 

· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications
Agreement
For UE-sided AI/ML model for BM-Case1 and BM-Case2, for the configuration of Set A, take current CSI framework as a starting point.
· FFS: Set A is implicitly or explicitly configured in the report configuration for inference
Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:

· Option A: Predicted RSRP

· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output

· Note: Support both Option A and Option B is not precluded.

Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output
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9.1.2 Specification support for positioning accuracy enhancement

Agreement

For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 

Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Agreement

For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.
Agreement

For training data collection of AI/ML based positioning, the collected data sample can include the following components:

Part A:

· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:

· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 

Note: contents in Part A and Part B may or may not be generated by different entities.

Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement
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Withdrawn
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9.1.3 Additional study on AI/ML for NR air interface

R1-2400185
Additional study on AI/ML for NR air interface
Comba

9.1.3.1 CSI prediction

Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h

· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 
Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 

· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)
· Others can be additionally submitted, e.g., 10ms

Conclusion

Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.

· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 
Conclusion

If phase discontinuity is modeled, it is modelled as a uniform distribution between [image: image2.png]


 within a time window of [image: image5.png]


, where =40 degrees and [image: image7.png]


=20ms can be a baseline. 
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered, and additional [image: image8.png]


.，if adopted
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9.1.3.2 CSI compression

Agreement

For the results template used to collect evaluation results for temporal domain compression Case 1/2/5, adopt Table 1 used in Rel-18 as starting point with the following additions:

· Temporal domain CSI setting

· CSI feedback periodicity

· CSI-RS periodicity 

· Description of model input/output and Case

· Compression case, e.g., Case 1/2/5

· Usage of historical CSI at UE/NW side (e.g., number / time distance, eigen-vectors / raw channels, etc)

· Methods to handle UCI loss (if applicable), e.g., CSI buffer reset, CSI retransmission, etc.
· Methods to handle rank adaptation (if applicable)

· UE distribution (Option 1 or Option 2) and UE speed

· CSI feedback overhead rate: X/Y/Z bits per normalized time unit

· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18

· Benchmark scheme

· Rel-16 eT2 and compression Case 0 (i.e., Rel-18 AI/ML based CSI compression)

· Whether/how spatial consistency is modelled
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 

· Whether/how rank adaptation is modelled

· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) 
Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 3/4, adopt Table 1 used in Rel-18 as starting point with the following additions:

· Temporal domain CSI setting

· CSI feedback periodicity

· CSI-RS periodicity 

· Description of model input/output and use case

· Compression case, e.g., case 3 / 4

· Observation window (usage of historical CSI at UE/NW side, e.g., number / time distance, eigen-vectors / raw channels, etc)

· Prediction window (e.g., time distance between 1st prediction instance and last observation instance, number / time distance of predicted CSI)

· Methods to handle UCI loss (if applicable)

· UE distribution (Option 1 or Option 2) and UE speed

· CSI feedback overhead rate: X/Y/Z bits per normalized time unit

· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18

· SGCS values before (if applicable) and after compression

· Assumption on the prediction of future CSI 

· Separate step or jointly with compression
· If separate, description of the AI or non-AI prediction algorithms: ideal prediction, AI-based prediction, non-AI-based prediction (e.g., nearest historical CSI and its location, learning window size / time correlation matrix size for auto-regression based prediction),
· Note: the same prediction algorithm to be used for the benchmark scheme.

· Benchmark schemes

· Description of feedback schemes, i.e., Rel-18 doppler eT2

· Whether/how spatial consistency is modelied
· Whether/how UCI loss is modelled
· The same UCI loss model shall be applied to the benchmark for fair comparison. 

· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) Modelling of phase discontinuity

Agreement

· For Option 3, further define the two sub-options:

· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.
· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.

· For Option 5, further define the two sub-options:

· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.

· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.

· For Option 4, it is clarified that:

· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.
· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:

· Option 3a/5a

· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.

· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.

· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.

· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.

· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.

· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.

· Performance target 

· Dataset or information related to collecting dataset

· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.

· Option 3b
· The method of exchanging is over the air-interface via model transfer/deliver Case z4.

· The model/parameter exchange is from NW to UE.

· Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.

· Option 5b

· The method of exchanging is over the air-interface via model transfer/deliver Case z4.

· The model/parameter exchange is from NW to UE.

· Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.
· Option 4:

· The dataset exchange originates from the NW-side and ends at the UE-side.

· Some additional information may be shared from the NW-side to help UE-side offline engineering and provide performance guidance/requirement.

· Performance target

· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.
· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.

· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 
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SK Telecom

R1-2403147
Discussion on AI/ML for CSI compression
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Indian Institute of Tech (M), IIT Kanpur
9.1.3.3 Other aspects of AI/ML model and data

Including model identification/procedure, collection of UE-sided model training data, and model transfer/delivery
Conclusion

From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:

· Risk of proprietary design disclosure

· Burden of offline cross-vendor collaboration 

Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):

· No much benefit compared to Case y

· Risk of proprietary design disclosure

· Large burden of offline cross-vendor collaboration

· Additional burden on model storage within in 3GPP network
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