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9.1.1 Specification support for beam management
Agreement

For UE-side AI/ML model inference, for BM-Case2, support to report inference results of N(N>=1, FFS on N) future time instance(s) in one report 

· wherein information of inference results of one time instance is as in one report for BM-Case 1 

· Note: overhead reduction is not precluded 

· FFS on details

Agreement
For network-sided AI/ML model for BM-Case1 and BM-Case2, 

· support using existing CSI framework for configuration of Set A as the starting point
· support using existing CSI framework for configuration of Set B as the starting point
· Note: Purpose, such as above “For NW-sided model, for BM-Case1 and BM-Case2” and “Set A” and “Set B”, will not be specified in RAN 1 specifications
Agreement
For report content of inference results for UE-sided model for BM-Case 1, for the RSRP of predicted Top K beam(s) in the report of inference results, when applicable, further study the following options:

· Option A: Predicted RSRP

· Option B: Predicted RSRP, if the beam is not configured for corresponding measurement, and measured L1-RSRP if the beam is configured for corresponding measurement
· Where the predicted RSRP is based on AI/ML output

· Note: Support both Option A and Option B is not precluded.

Working Assumption
For report content of inference results for UE-sided model for BM-Case 2, the RSRP of predicted beam(s) in the report of inference results, is the predicted RSRP, where the predicted RSRP is based on AI/ML output

Agreement

For UE-sided model at least for BM Case-1, CSI-ReportConfig is used for the configuration of inference results reporting

· FFS on the details in the CSI-ReportConfig, at least considering:
· Alt 1: one CSI-ResourceConfigId is configured for Set B

· FFS: how UE can determine the information about set A
· Alt 2: one CSI-ResourceConfigId is configured for both Set A and Set B

· FFS: How to configure resource set(s) for Set A and Set B in CSI-ResourceConfig

· Alt 3: two CSI-ResourceConfigId s are configured for Set A and Set B separately

· Alt 4: one CSI-ResourceConfigId is configured for Set B, Set A is configured using separate resource set(s) other than that represented by CSI-ResourceConfigId 
· FFS: how to configure/indicate separate resource set(s) for Set A
· Note: separate CSI-ReportConfig for Set A and Set B are not precluded.
· Note: Not perform measurement for Set A and only perform measurement for Set B subject to the CSI-ReportConfig
· FFS on the association between Set A and Set B with or without additional IE

· Other necessary configuration are not precluded. 
Agreement
Further study, for the consistency of NW-side additional condition across training and inference for UE-sided model for BM-Case 1 and BM Case 2, where the NW-side additional condition may at least impact UE assumption on beams of Set A/Set B:

· Opt1: Based on associated ID (Referring to AI 9.1.3.3)

· FFS on what can be assumed by UE with the same associated ID across training and inference

· FFS on how associated ID is introduced, e.g., within CSI framework, or outside of CSI framework

· Opt 2: Performance monitoring based
· FFS details  

· Other options are not precluded. 

R1-2403755 
FL summary #4 for AI/ML in beam management
Moderator (Samsung)
R1-2403570 
FL summary #3 for AI/ML in beam management
Moderator (Samsung)
R1-2403569 
FL summary #2 for AI/ML in beam management
Moderator (Samsung)
R1-2403568 
FL summary #1 for AI/ML in beam management
Moderator (Samsung)
R1-2403563
FL summary #0 for AI/ML in beam management
Moderator (Samsung)
R1-2402023
Discussion on AI/ML for beam management
Huawei, HiSilicon

R1-2402054
Discussion on specification support for AI/ML-based beam management
FUTUREWEI

R1-2402056
AI/ML for beam management
Ericsson

R1-2402094
Discussion on AIML for beam management
Spreadtrum Communications

R1-2402144
Specification support for AI/ML for beam management
Intel Corporation

R1-2402230
Specification support for beam management
vivo

R1-2402263
Discussion on specification support for AI/ML beam management
ZTE

R1-2402276
AI/ML based Beam Management
Google

R1-2402316
On specification for AI/ML-based beam management
OPPO

R1-2402366
Specification support for AI/ML-based beam management
CATT

R1-2402491
Discussion for supporting AI/ML based beam management
Samsung

R1-2402553
Discussion on specification support for beam management
CMCC

R1-2402609
Discussion on AI/ML for beam management
InterDigital, Inc.

R1-2402626
Discussion on specification support for beam management
Panasonic

R1-2402628
Discussions on AI/ML for beam management
LG Electronics

R1-2402649
Specification support for beam management
Xiaomi

R1-2402730
Discussions on AIML for beam management
New H3C Technologies Co., Ltd.

R1-2402756
Discussion on specification support for beam management
NEC

R1-2402786
Discussion on specification support on AI/ML for beam management
Fujitsu

R1-2402846
Specification support for AI-enabled beam management
NVIDIA

R1-2402869
On AI/ML for beam management
Apple

R1-2402918
AI/ML specification support for beam management
Lenovo

R1-2402939
Discussion on specification support for AI/ML-based beam management
MediaTek

R1-2402957
Discussions on AI/ML for beam management
Sony

R1-2402996
AI/ML for Beam Management
Nokia

R1-2403006
Specification support for AI/ML beam management
ITL

R1-2403011
Discussion on specification support for beam management
ETRI

R1-2403036
Discussion on AI/ML beam management
TCL

R1-2403041
Specification support for beam management
Fraunhofer HHI, Fraunhofer IIS

R1-2403051
Discussion on Specification Support for Beam Management
CEWiT

R1-2403131
Discussion on AI/ML based beam management
KT Corp.

R1-2403141
Specification support for beam management
KDDI Corporation

R1-2403157
Discussions on AI/ML for beam management
CAICT

R1-2403182
Specification support for AI-ML-based beam management
Qualcomm Incorporated

R1-2403232
Discussion on AI/ML for beam management
NTT DOCOMO, INC.

R1-2403299
Discussions on specification support for beam management
Sharp

R1-2403367
Discussions on Specification Support of AI/ML for Beam Management
Indian Institute of Tech (M), IIT Kanpur
9.1.2 Specification support for positioning accuracy enhancement

Agreement

For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 

Conclusion
· It is out of RAN1 scope to decide whether/how synthetic data (i.e., not direct physical data) and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) are generated by PRU and/or Non-PRU UE.
Agreement

For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP/gNB.

Agreement

For training data collection of AI/ML based positioning, the collected data sample can include the following components:

Part A:

· channel measurement 
· quality indicator of channel measurement
· time stamp of channel measurement
Part B:

· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label
Note: “Part A” and “Part B” terminologies are only for RAN1 discussion purpose, and may not be used in specification. 

Note: contents in Part A and Part B may or may not be generated by different entities.

Note: Part A and/or Part B, and their contents may or may not apply for each case
FFS: detailed definition of channel measurement

Working Assumption
For training data generation of AI/ML based positioning Case 2a and 2b, the channel measurement and its related data (e.g., time stamp) are generated by PRU and/or non-PRU UE.

Working Assumption
For training data generation of AI/ML based positioning Case 1, the label and its related data (e.g., time stamp) can be generated by: 

· PRU
· Non-PRU UE with estimated location

· LMF 

Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption
For training data generation of AI/ML based positioning Case 2a, the label and its related data (e.g., time stamp) can be generated by: 

· PRU
· Non-PRU UE with estimated location

· LMF 

Note: transfer of the label and its related data is out of RAN1 scope.
Working Assumption

For training data generation of AI/ML based positioning Case 2b, the label and its related data (e.g., time stamp) can be generated by: 

· PRU 
· Non-PRU UE with estimated location

· LMF

Note: transfer of label and its related data is out of RAN1 scope.

Working Assumption
For training data generation of AI/ML based positioning Case 3b, the label and its related data (e.g., time stamp) can be generated by:

· PRU
· FFS: Non-PRU UE with estimated location
· LMF
Note: transfer of label and its related data is out of RAN1 scope.

Agreement
For training data generation of AI/ML based positioning Case 3a, the label and its related data (e.g., time stamp) can be generated by at least:

· LMF 
Note: transfer of label and its related data is out of RAN1 scope. 

Note: whether other network entities can generate label for Case 3a is out of RAN1 scope. 

Agreement

For AI/ML positioning Case 3a, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility of the following options. To provide information on how to generate information on ground truth label for each option.

· Option A.
NG-RAN node performs monitoring metric calculation for its own model.

· Option B.
LMF performs monitoring metric calculation for the model located at the NG-RAN node.

Note: Final selection of Option A and Option B is out of RAN1 scope, but RAN1 can make recommendation about the option(s), and potential support of Option A and/or Option B is pending RAN3 confirmation.

Note: Exact method to perform the monitoring metric calculation is up to implementation
Agreement

For model performance monitoring of AI/ML positioning Case 1, for model performance monitoring metric calculation in label-based model monitoring, study the feasibility, benefits, and potential specification impact of the following options with regard to how to generate information on ground truth label: 
· Option A. The target UE side performs monitoring metric calculation. 

· Option A-1. At least information on ground truth label of the target UE is generated by LMF and provided to the target UE. 

· In one example, target UE and/or gNB sends measurement (e.g., legacy measurement) to LMF so that LMF can derive the information on ground truth label.

· Option A-2. At least position calculation assistance data (e.g., existing information for UE-based positioning method) is provided from LMF to the target UE.

· Option A-3. Reuse Rel-18 assistance data transfer framework from LMF to the target UE, where the PRU measurement (e.g., legacy measurement) and the corresponding PRU location are sent via LMF to the target UE. 

· Option A-4. PRU measurement (and the corresponding PRU location if not already known at the UE-side) are sent from PRU to the target UE side (e.g., target UE, OTT server). 

· Note: Option A-4 can be realized by implementation in a manner transparent to specification if the PRU sends information to the target UE side in a proprietary method.

· Option B. The LMF performs monitoring metric calculation.

· Option B-1. at least inference result (i.e., the model output corresponding to target UE’s channel measurement) of the target UE is sent by the target UE to LMF. 

· Option B-2. PRU’s channel measurement is sent via LMF to the target UE, and the inference result (i.e., the model output corresponding to PRU’s channel measurement) is sent by the target UE to LMF.
Note: exact method to perform the monitoring metric calculation is up to implementation. 
Note: Other options are not precluded.

R1-2403740
Summary #6 of specification support for positioning accuracy enhancement
Moderator (Ericsson)
R1-2403462 
Summary #5 of specification support for positioning accuracy enhancement
Moderator (Ericsson)
R1-2403461 
Summary #4 of specification support for positioning accuracy enhancement
Moderator (Ericsson)

R1-2403460 
Summary #3 of specification support for positioning accuracy enhancement
Moderator (Ericsson)

R1-2403459 
Summary #2 of specification support for positioning accuracy enhancement
Moderator (Ericsson)
R1-2403458
Summary #1 of specification support for positioning accuracy enhancement 
Moderator (Ericsson)
R1-2401984
AI/ML for Positioning Accuracy Enhancement
Ericsson Inc.

R1-2402024
Discussion on  AI/ML for positioning accuracy enhancement
Huawei, HiSilicon

R1-2402039
AI/ML positioning accuracy enhancement
Fraunhofer IIS, Fraunhofer HHI

R1-2402145
Specification support for AI/ML for positioning accuracy enhancement
Intel Corporation

R1-2402231
Specification support for positioning accuracy enhancement
vivo

R1-2402264
Discussion on specification support for AI/ML positioning accuracy enhancement
ZTE, Pengcheng laboratory

R1-2402269
Discussion on specification support for positioning accuracy enhancement
TCL

Withdrawn
R1-2402277
AI/ML based Positioning
Google

R1-2402317
On specification for AI/ML-based positioning accuracy enhancements
OPPO

R1-2402367
Specification support for AI/ML-based positioning accuracy enhancement
CATT, CICTCI

R1-2402492
Discussion for supporting AI/ML based positioning accuracy enhancement
Samsung

R1-2402554
Discussion on specification support for positioning accuracy enhancement
CMCC

R1-2402650
Discussion on AI/ML-based positioning accuracy enhancement
Xiaomi

R1-2402764
Discussion on specification support for AI/ML based positioning accuracy enhancement
NEC

R1-2402787
Discussion on specification support for AI/ML positioning accuracy enhancement
Fujitsu

R1-2402799
Design for AI/ML based positioning
MediaTek Korea Inc.

R1-2402847
Specification support for AI-enabled positioning
NVIDIA

R1-2402870
On AI/ML for Positioning Accuracy Enhancement
Apple

R1-2402913
Discussion on support for AIML positioning
InterDigital, Inc.

R1-2402919
Specification impacts for Enhanced Positioning
Lenovo

R1-2402958
Discussion on supporting AI/ML for positioning
Sony

R1-2402997
AI/ML for Positioning Accuracy Enhancement
Nokia

R1-2403012
Discussion on specification support for positioning accuracy enhancement
ETRI

R1-2403035
Discussion on specification support for positioning accuracy enhancement
TCL

R1-2403052
Discussion on specification support for AI/ML Positioning Accuracy enhancement
CEWiT

R1-2403183
Specification support for AI-ML-based positioning accuracy enhancement
Qualcomm Incorporated

R1-2403233
Discussion on AI/ML for positioning accuracy enhancement
NTT DOCOMO, INC.

R1-2403300
Discussions on specification support for AI/ML based positioning accuracy enhancements
Sharp

9.1.3 Additional study on AI/ML for NR air interface

R1-2400185
Additional study on AI/ML for NR air interface
Comba

9.1.3.1 CSI prediction

Agreement
· For the AI/ML based CSI prediction, adopt following assumptions as a baseline for evaluation purpose
· UE speed: 30km/h, 60km/h

· Others can be additionally submitted, e.g., 10km/h, 120km/h
· Observation window (number/distance): 5/5ms,10/5ms
· Others can be additionally submitted, e.g., 4/5ms, 15/5ms 
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  1/5ms/5ms, 4/5ms/5ms
· Others can be additionally submitted, e.g., 2/5ms/5ms, 3/5ms/5ms, 1/5ms/10ms
· For other assumptions, reuse Rel-18 baseline 
Agreement
· For the AI/ML based CSI prediction, for CSI report, adopt following as a baseline for evaluation purpose
· N4 value: 1, 4
· Others can be additionally submitted, e.g., 2, 8
· paramCombination-Doppler-r18: 6,7 or paramCombination -r16 = 5,6 (for Benchmark 1)
· Others can be additionally submitted. 

· Note: The same selected parameter combination shall be applied for benchmarks.
· CSI report periodicity: 5ms, 20ms (encouraged)

· Others can be additionally submitted, e.g., 10ms

Conclusion

Consider error modelling in TR36.897 Table A.1-2 as a baseline if channel estimation error is modeled.

· Other modelling is not precluded, and companies should report how to model channel estimation error if other modelling is considered. 
Conclusion

If phase discontinuity is modeled, it is modelled as a uniform distribution between [image: image2.png]


 within a time window of [image: image5.png]


, where =40 degrees and [image: image7.png]


=20ms can be a baseline. 
· Other modelling is not precluded, and companies should report how to model phase discontinuity if other modelling is considered, and additional [image: image8.png]


.，if adopted
Conclusion

For the phase discontinuity modelling, it is clarified that

· A fixed phase for all CSI-RS observations within the time window, and another fixed phase for the next time window. The phases are according to uniform distribution.

Conclusion
· For evaluation of the UE-sided model based CSI prediction, UE distribution of (80% indoor, 20% outdoor) can be optionally simulated.
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 30 km/h, 60 km/h. Assumption on O2I car penetration loss and spatial consistency follow the Rel-18 AI/ML based CSI prediction

Agreement

For the results template used to collect evaluation results for UE -sided model based CSI prediction, adopt Table 6 used in Rel-18 as starting point with the following addition:

· Assumption
· UE distribution (Baseline: 100% outdoor, Optional: 80% indoor, 20% outdoor)
· Whether/how channel estimation error is modelled 

· Whether/how phase discontinuity is modelled 

· Methods used to handle the phase discontinuity (if applied)
· Benchmark 2

· FLOPs/M 

· Details of complexity calculation, e.g., complexity of prediction and complexity of filter update
Agreement

· For the results template used to collect evaluation results for UE-sided model based CSI prediction using localized models, adopt Table 6 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:

· Dataset description

· Local region modelling: e.g., Option 1 or Option 2, and further details

· Temporal modelling: e.g., how temporal variation is modelled in train and test sets

· Dataset description for generalized model
Agreement
For the UE-sided model based CSI prediction, for optional evaluation using AP CSI-RS, consider following assumption on observation window (number/distance)

· Observation window: 12/2ms, 8/2ms, 4/2ms
· Others can be additionally submitted

Agreement

For AI/ML based CSI prediction, at least for inference, legacy CSI-RS configuration can be a starting point. Further study on whether there is a need for specification enhancement. 

Agreement

· At least for inference, for UE-sided model based CSI prediction, legacy feedback mechanism using codebook type set to “typeII-Doppler-r18” is a starting point of discussion. Study the necessity and potential specification impacts including at least following aspects:
· CSI processing criteria and timeline
Agreement
For performance monitoring for functionality-based LCM, further study on details of type 1,2 and 3, e.g., potential specification impact, pros/cons aspects. 

· To clarify the boundary between type 1 and type 3
· To clarify definition of monitoring output and performance metric
R1-2403483
Summary #3 of CSI prediction
Moderator (LG Electronics)
R1-2403482
Summary #2 of CSI prediction
Moderator (LG Electronics)
R1-2403481
Summary #1 of CSI prediction
Moderator (LG Electronics)
R1-2402025
Discussion on AI/ML for CSI prediction
Huawei, HiSilicon

R1-2402095
Discussion on AIML for CSI prediction
Spreadtrum Communications

R1-2402146
AI/ML for CSI prediction
Intel Corporation

R1-2402232
Discussion on CSI prediction
vivo

R1-2402265
Discussion on study for AI/ML CSI prediction
ZTE

R1-2402278
AI/ML based CSI Prediction
Google

R1-2402318
Additional study on AI/ML-based CSI prediction
OPPO

R1-2402368
Additional study on AI/ML-based CSI prediction
CATT

R1-2402454
Discussion for further study on AI/ML-based CSI prediction
Samsung

R1-2402494
AI/ML for CSI prediction
Ericsson

R1-2402505
Discussion on AI/ML-based CSI prediction
China Telecom

R1-2402535
AI/ML for CSI prediction
Mavenir

R1-2402555
Discussion on AI/ML for CSI prediction
CMCC

R1-2402629
Study on CSI prediction
LG Electronics

R1-2402651
Discussion on one side AI/ML model based CSI prediction
Xiaomi

R1-2402749
Discussion on AI/ML for CSI prediction
Panasonic

R1-2402765
Discussion on CSI prediction
NEC

R1-2402788
Discussion on CSI prediction with AI/ML
Fujitsu

R1-2402842
Discussion on AI/ML-based CSI prediction
InterDigital, Inc.

R1-2402848
Additional study on AI-enabled CSI prediction
NVIDIA

R1-2402871
Discussion on AI based CSI prediction
Apple

R1-2402920
On AI/ML for CSI prediction
Lenovo

R1-2402959
Discussions on cell/site-specific CSI prediction
Sony

R1-2402998
AI/ML for CSI Prediction
Nokia

R1-2403053
Discussion on  AI/ML for CSI Prediction
CEWiT

R1-2403075
Additional Study on AI/ML for CSI Prediction
MediaTek

R1-2403096
Discussion on AI/ML for CSI prediction
SK Telecom

R1-2403146
Discussion on AI/ML for CSI prediction
AT&T

R1-2403184
Additional study on CSI prediction
Qualcomm Incorporated

R1-2403234
Discussion on AI/ML for CSI prediction
NTT DOCOMO, INC.

R1-2403379
Discussion on study of AI/ML for CSI prediction
IIT Kanpur, Indian Institute of Tech (M)
9.1.3.2 CSI compression

Agreement

For the results template used to collect evaluation results for temporal domain compression Case 1/2/5, adopt Table 1 used in Rel-18 as starting point with the following additions:

· Temporal domain CSI setting

· CSI feedback periodicity

· CSI-RS periodicity 

· Description of model input/output and Case

· Compression case, e.g., Case 1/2/5

· Usage of historical CSI at UE/NW side (e.g., number / time distance, eigen-vectors / raw channels, etc)

· Methods to handle UCI loss (if applicable), e.g., CSI buffer reset, CSI retransmission, etc.
· Methods to handle rank adaptation (if applicable)

· UE distribution (Option 1 or Option 2) and UE speed

· CSI feedback overhead rate: X/Y/Z bits per normalized time unit

· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18

· Benchmark scheme

· Rel-16 eT2 and compression Case 0 (i.e., Rel-18 AI/ML based CSI compression)

· Whether/how spatial consistency is modelled

· Whether/how UCI loss is modelled

· The same UCI loss model shall be applied to the benchmark for fair comparison. 

· Whether/how rank adaptation is modelled

· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) 
Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 3/4, adopt Table 1 used in Rel-18 as starting point with the following additions:

· Temporal domain CSI setting

· CSI feedback periodicity

· CSI-RS periodicity 

· Description of model input/output and use case

· Compression case, e.g., case 3 / 4

· Observation window (usage of historical CSI at UE/NW side, e.g., number / time distance, eigen-vectors / raw channels, etc)

· Prediction window (e.g., time distance between 1st prediction instance and last observation instance, number / time distance of predicted CSI)

· Methods to handle UCI loss (if applicable)

· UE distribution (Option 1 or Option 2) and UE speed

· CSI feedback overhead rate: X/Y/Z bits per normalized time unit

· Normalized time unit = 5ms and adopt same X/Y/Z values as in Table 1 of Rel-18

· SGCS values before (if applicable) and after compression

· Assumption on the prediction of future CSI 

· Separate step or jointly with compression
· If separate, description of the AI or non-AI prediction algorithms: ideal prediction, AI-based prediction, non-AI-based prediction (e.g., nearest historical CSI and its location, learning window size / time correlation matrix size for auto-regression based prediction),
· Note: the same prediction algorithm to be used for the benchmark scheme.

· Benchmark schemes

· Description of feedback schemes, i.e., Rel-18 doppler eT2

· Whether/how spatial consistency is modelied

· Whether/how UCI loss is modelled

· The same UCI loss model shall be applied to the benchmark for fair comparison. 

· Modelling of channel estimation error
· Whether/how phase discontinuity is modelled (if applicable) Modelling of phase discontinuity

Conclusion

For multi-vendor results table, adopt Rel-18 Table 4 for joint training and Rel-18 Table 5 for separate training as starting point, with the same additions of above 2 agreements.

Conclusion

For model generalization results table, adopt Rel-18 Table 2 and Generalization Case 1 / 2 / 3 as starting point with same additions above. For generalization aspects, adopt the following

· Various UE speed

· UE distribution

· Various CSI-RS periodicity

Conclusion

For model scalability results table, adopt Rel-18 Table 3 and Generalization Case 1 / 2 / 3 as starting point with same additions above. For generalization aspects, adopt the following

· Various numbers of antenna ports

· Various frequency granularity

· Various payload size

Conclusion:

· Conclude, from RAN1 perspective, that Option 1, if feasible for specification, eliminate the inter-vendor collaboration complexity (e.g., whether bilateral collaboration is required between vendors).

· It is RAN1’s understanding that Option 1 corresponds to RAN4 options, e.g., RAN4-Option3, or RAN4-Option4. Further study and final conclusion on interoperability and RAN4 testing of the RAN4-Option3 and RAN4-Option4 is up to RAN4.
Observation
· Option 1 and 2 may have limited performance in the field compared to Options 3, 4, and 5, further study is needed 
· Option 1 and 2 may require high specification effort from RAN1 perspective.

Conclusion

· Deprioritize Option 2 for inter-vendor training collaboration.

· Note: This deprioritization shall not affect the ongoing discussion in RAN4 on RAN4-Option3 and RAN4-Option4.

Agreement

· For Option 3, further define the two sub-options:

· 3a: Parameters received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.

· 3b: Parameters received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.

· For Option 5, further define the two sub-options:

· 5a: Model received at the UE or UE-side goes through offline engineering at the UE-side (e.g., UE-side OTT server), e.g., potential re-training, re-development of a different model, and/or offline testing.

· 5b: Model received at the UE are directly used for inference at the UE without offline engineering, potentially with on-device operations.

· For Option 4, it is clarified that:

· Dataset received at the UE or UE-side goes through offline engineering at the UE- side (e.g., UE-side OTT server), e.g., model training or offline testing.

· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Agreement
· For Option 3/4/5, focus further discussion on the following assumptions:

· Option 3a/5a

· The model(5a)/parameter(3a) exchange originates from the NW-side and ends at the UE-side.

· Model(5a)/parameters(3a) exchanged from the NW-side to UE-side is either CSI generation or reconstruction part or both.

· Option 3a-1/5a-1: Model/Parameters exchanged from the NW-side to UE-side is CSI generation part.

· Option 3a-2/5a-2: Model/Parameters exchanged from the NW-side to UE-side is CSI reconstruction part.

· Option 3a-3/5a-3: Model/Parameters exchanged from the NW-side to UE-side are both CSI generation part and CSI reconstruction part.

· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.

· Performance target 

· Dataset or information related to collecting dataset

· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.

· Option 3b

· The method of exchanging is over the air-interface via model transfer/delivery Case z4.

· The parameter exchange is from NW to UE.

· Parameters exchanged from the NW-side to UE-side is CSI generation part.

· Option 5b

· The method of exchanging is over the air-interface via model transfer/delivery Case z4, assuming that the model structure is aligned based on offline inter-vendor collaboration.
· The model exchange is from NW to UE.

· Model exchanged from the NW-side to UE-side is CSI generation part.

· Option 4:

· The dataset exchange originates from the NW-side and ends at the UE-side.

· Option 4-1: Dataset exchanged from the NW-side to UE-side consists of (target CSI,  CSI feedback).

· Option 4-2: Dataset exchanged from the NW-side to UE-side consists of (CSI feedback, reconstructed target CSI).

· Option 4-3: Dataset exchanged from the NW-side to UE-side consists of (target CSI, CSI feedback, reconstructed target CSI).

· Some additional information, if necessary, may be shared from the NW-side to help UE-side offline engineering and provide performance guidance.

· Performance target

· Study different methods of exchanging, e.g., over the air-interface, offline delivery, etc.

· Note: For each option/sub-option of interest, companies to bring discussion on how inter-vendor collaboration complexity, interoperability, and feasibility may be addressed. Companies to strive to provide solution(s) that can address all the following aspects: inter-vendor collaboration complexity, performance, interoperability, and feasibility.

· Note: The descriptions under each option are only for the purpose of simplified discussion and do not mean deprioritizing any other flavors (such as an exchange originating from the UE-side and ending at the NW-side) from potential specification. 

Agreement
· For the results template used to collect evaluation results for AI/ML-based CSI compression using localized models, adopt Table 1 used in Rel-18 as starting point, capturing the generalized model result and the localized model result as separate columns, with the following additions for the localized model:

· Dataset description

· Local region modelling: e.g., Option 1 or Option 2, and further details

· Temporal modelling: e.g., how temporal variation is modelled in train and test sets

· Dataset description for generalized model
Conclusion
In Rel-19 study of temporal domain aspects of AI/ML-based CSI compression using two-sided model, CSI prediction that is performed entirely at NW-side is deprioritized.

Agreement

· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for the temporal domain prediction and compression Case 3 and Case 4, adopt the following evaluation assumptions as baseline:
· Observation window (number/distance):
· For periodic CSI-RS with 5ms periodicity: 12/5ms, 10/5ms, 8/5ms, 5/5ms, 4/5ms, unrestricted observation window
· For periodic CSI-RS with 20ms periodicity: up to companies (encouraged)
· For aperiodic CSI-RS: 12/2ms, 8/2ms, 4/2ms

· Others can be additionally submitted
· Prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance):  4/5ms/5ms
· Others can be additionally submitted, e.g. 4/1ms/5ms, 8/1ms/5ms, 4/5ms/10ms, 1/-/5ms
Agreement
For the results template used to collect evaluation results for temporal domain prediction and compression Case 4, adopt Table 1 used in Rel-18 as starting point with the following additions:

· Description of model input/output and use case

· Methods to handle rank adaptation (if applicable)
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9.1.3.3 Other aspects of AI/ML model and data

Including model identification/procedure, collection of UE-sided model training data, and model transfer/delivery
Conclusion

From RAN1 perspective, the model transfer/delivery Case z2 is deprioritized at least for UE-sided model in Rel-19 due to the following reasons:

· Risk of proprietary design disclosure

· Burden of offline cross-vendor collaboration 

Conclusion
From RAN1 perspective, the model transfer/delivery Case z3 is deprioritized for Rel-19 due to the following reasons (compared to Case y):

· No much benefit compared to Case y

· Risk of proprietary design disclosure

· Large burden of offline cross-vendor collaboration

· Additional burden on model storage within in 3GPP network

Conclusion

· It is clarified that MI-Option 4 refers to the Option 1 of CSI compression

· Option 1: Fully standardized reference model (structure + parameters)

Agreement

From RAN1 perspective, for UE-sided model(s) developed (e.g., trained, updated) at UE side, following procedure is an example (noted as AI-Example1) of MI-Option1 for further study (including the feasibility/necessity)

· A: For data collection, NW signals the data collection related configuration(s) and it/their associated ID(s) 
· Associated IDs for each sub use case in relation with NW-sided additional conditions

· B: UE(s) collects the data corresponding to the associated ID(s)  
· C: AI/ML models are developed (e.g., trained, updated) at UE side based on the collected data corresponding to the associated ID(s). 
· D: UE reports information of its AI/ML models corresponding to associated IDs to the NW. Model ID is determined/assigned for each AI/ML model
· relationship between model ID(s) and the associated ID(s)

· How model ID(s) is determined/assigned, e.g., 

· Alt.1: NW assigns Model ID

· Alt.2: UE assigns/reports Model ID

· Alt.3: Associated ID(s) is assumed as model ID(s)

· “Model ID is determined/assigned for each AI/ML model” in D is not needed

· Alt.4: Model ID is determined by pre-defined rule(s) in the specification

· FFS: how to report

· Note: D is to facilitate AI/ML model inference

· Note: Step A/B/C and additional interaction of associated IDs between UE and NW can be considered as a different solution for resolving the consistency without model identification.
R1-2403490 
Summary#2 for other aspects of AI/ML model and data Moderator (OPPO)
R1-2403489
Summary#1 for other aspects of AI/ML model and data Moderator (OPPO)
R1-2402027
Discussion on other aspects of the additional study for AI/ML
Huawei, HiSilicon

R1-2402052
Discussion on other aspects of AI/ML model and data on AI/ML for NR air-interface



FUTUREWEI

R1-2402057
Discussion on other aspects of AI/ML
Ericsson

R1-2402097
Discussion on other aspects of AI/ML model and data
Spreadtrum Communications

R1-2402148
Other study aspects of AI/ML for air interface
Intel Corporation

R1-2402234
Other aspects of AI/ML model and data
vivo

R1-2402267
Discussion on study for other aspects of AI/ML model and data
ZTE

R1-2402280
AI/ML Model and Data
Google

R1-2402320
Additional study on other aspects of AI/ML model and data
OPPO

R1-2402370
Additional study on other aspects of AI/ML model and data
CATT, CICTCI

R1-2402456
Discussion for further study on other aspects of AI/ML model and data
Samsung

R1-2402557
Discussion on other aspects of AI/ML model and data
CMCC

R1-2402631
Discussion on other aspects of AI/ML model and data
LG Electronics

R1-2402653
Further study on AI/ML model and data
Xiaomi

R1-2402695
Discussion on other aspects for AI/ML for air interface
Panasonic

R1-2402757
Discussion on other aspects of AI/ML model and data
NEC

R1-2402790
Discussion on other aspects of AI/ML model and data
Fujitsu

R1-2402800
View on AI/ML model and data
MediaTek Korea Inc.

R1-2402801
Discussion on other aspects of AI/ML model and data
Continental Automotive

R1-2402844
Discussion on other aspects of AI/ML model and data
InterDigital, Inc.

R1-2402850
Additional study on other aspects of AI model and data
NVIDIA

R1-2402873
Discussion on other aspects of AI/ML model and data
Apple

R1-2402922
On aspects of AI/ML model and data framework
Lenovo

R1-2403000
Other Aspects of AI/ML Model and Data
Nokia

R1-2403014
Discussion on other aspects of AI/ML model and data
ETRI

R1-2403148
Other Aspects of AI/ML framework
AT&T

R1-2403186
Other aspects of AI/ML model and data
Qualcomm Incorporated

R1-2403236
Discussion on other aspects of AI/ML model and data
NTT DOCOMO, INC.
