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9.1   Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface enhancements
Please refer to RP-253340 for detailed scope of the WI. 
[124-R20-AI/ML] Email discussion on Rel-20 AI/ML – Chenxi (Qualcomm)
· To be used for sharing updates on online/offline schedule, details on what is to be discussed in online/offline sessions, tdoc number of the moderator summary for online session, etc


R1-2601505	Session Notes of AI 9.1	Ad-Hoc Chair (Ericsson)

9.1.1 CSI spatial/frequency compression without temporal aspects (“Case 0”)
Including target CSI type, measurement and report configuration, CQI RI determination, payload determination, quantization configuration codebook, UCI mapping, CSI processing criteria and timeline, priority rules for CSI reports, as well as NW data collection for training, and performance monitoring.



R1-2600066	Discussion on CSI spatial/frequency compression without temporal aspects (“Case 0”)				FUTUREWEI
R1-2600072	AI/ML for CSI compression	Ericsson
R1-2600079	Discussion on Inference, data collection, and monitoring related aspects for CSI compression			Huawei, HiSilicon
R1-2600096	Discussion on AIML for CSI  compression	Spreadtrum, UNISOC
R1-2600174	Discussion on CSI spatial/frequency compression without temporal aspects	OPPO
R1-2600269	Discussion on CSI spatial/frequency compression without temporal aspects	ZTE Corporation, Sanechips
R1-2600318	Specification on AI/ML-based CSI spatial/frequency compression	CATT
R1-2600356	CSI Spatial/temporal compression without temporal aspects	Tejas Network Limited
R1-2600364	CSI spatial/frequency compression without temporal aspects (“Case 0”)	MediaTek Inc.
R1-2600375	Discussion on CSI spatial/frequency compression without temporal aspects	CMCC
R1-2600412	Discussion on two-sided AI based spatial domain and frequency domain CSI compression			Xiaomi
R1-2600481	Discussion on AI/ML CSI compression	vivo
R1-2600534	Discussion on CSI compression	TCL
R1-2600535	Discussion on Lifecycle Management for AI/ML-based CSI Compression	Southeast University
R1-2600589	AI/ML CSI spatial/frequency compression without temporal aspects	InterDigital, Inc.
R1-2600625	AI/ML based CSI Compression	Google
R1-2600646	Discussions on CSI spatial/frequency compression without temporal aspects	Sharp
R1-2600667	Discussion on CSI compression without temporal aspects	NEC
R1-2600680	Discussion on CSI spatial/frequency compression	China Telecom
R1-2600738	Views on two-sided model based CSI compression	Samsung
R1-2600778	Views on AI/ML-based CSI spatial/frequency compression without temporal aspects	Lenovo
R1-2600845	On remaining details of AI based spatial/frequency domain CSI compression	Apple
R1-2600864	Discussion on CSI spatial/frequency compression with AI/ML	Fujitsu
R1-2600879	Discussion on inference, data collection, and monitoring related aspects for CSI compression	KT Corp.
R1-2600886	Discussion on CSI spatial/frequency compression without temporal aspects	LG Electronics
R1-2600939	CSI spatial/frequency compression without temporal aspects (“Case 0”)	HONOR
R1-2600988	Discussion on AI/ML-based CSI compression	ETRI
R1-2601034	Discussion on CSI spatial/frequency compression	Transsion Holdings
R1-2601039	CSI spatial/frequency compression without temporal aspects (“Case 0”)	Fraunhofer HHI, Fraunhofer IIS
R1-2601083	CSI spatial/frequency compression without temporal aspects	Nokia
R1-2601094	Discussion on Inference related aspects for AI CSI compression	Ofinno
R1-2601095	Discussion on inter-vendor training collaboration for two-sided AI/ML models	Ofinno
R1-2601108	CSI Spatial/Frequency Compression Without Temporal Aspects (“Case 0”)	TOYOTA Info Technology Center
R1-2601111	Discussion on inference and other aspects for AI/ML-based CSI compression	Panasonic
R1-2601162	Discussion on CSI spatial/frequency compression without temporal aspects (“Case 0”)	NTT DOCOMO, INC.
R1-2601251	CSI spatial-frequency compression via two-sided model	Qualcomm Incorporated
R1-2601290	Discussion on inference related aspects in AI/ML based CSI compression	Quectel
R1-2601316	Discussion on CSI spatial/frequency compression (Case-0)	Rakuten Mobile, Inc
R1-2601350	Discussion on AIML based CSI compression	ASUSTeK
R1-2601388	Discussion on CSI spatial/frequency compression without temporal aspects ("Case-0")	CEWiT
R1-2601434	Inference related aspects of AI/ML-Based CSI compression	Pengcheng Laboratory, BUPT

R1-2601255	FL summary 4 on 9.1.1 for CSI compression via two-sided model	Moderator (Qualcomm Incorporated)

R1-2601252	FL summary 1 on 9.1.1 for CSI compression via two-sided model	Moderator (Qualcomm Incorporated)




Agreement:

For precoding matrix feedback via two-sided model, support following payload combination for the payload of 384 bits of rank 1. The layers are reported in the order of decreasing strength.
	Rank1
	Rank2
	Rank3
	Rank4

	{192, 2}
	{192, 2}, {192, 2}
	{96, 2}, {96, 2}, {192, 2}
	{96, 2}, {96, 2}, {96, 2}, {96, 2}




Agreement:
For precoding matrix feedback via two-sided model, support following payload combination for the payload of 32/64 bits of rank 1. The layers are reported in the order of decreasing strength.

	Rank1
	Rank2
	Rank3
	Rank4

	{32, 1}
	{32, 1}, {32, 1}
	N/A
	N/A

	{32, 2}
	{32, 2}, {32, 2}
	{32, 1}, {32, 1}, {32, 2}
	{32, 1}, {32, 1}, {32, 1}, {32, 1}



Note: UE should report whether or not the UE supports parameter combination or per-layer payload pair {32,1} or Q=1.  Details of the reporting method is to be discussed in corresponding UE feature discussion.


R1-2601253	FL summary 2 on 9.1.1 for CSI compression via two-sided model	Moderator (Qualcomm Incorporated)

Agreement:
Down-select up to two options from the following options for target CSI format for NW side data collection at RAN1#124bis.
· Option 1a-33: real / imaginary part quantization via 3-bit, i.e., k1=k2=3
· Option 1a-55: real / imaginary part quantization via 5-bit, i.e., k1=k2=5
· Option 1b-34: amplitude quantization via 3-bit, phase quantization via 4-bit, k1=3, k2=4
· Option 1b-46: amplitude quantization via 4-bit, phase quantization via 6-bit, k1=4, k2=6
Note1: SGCS metric 1 is used as the metric, i.e., SGCS between target CSI FL32 and reconstructed CSI inferred by model trained using target CSI of the respective format.
Note2: Companies should try to optimize the normalization methods to minimize the quantization error, e.g., for each target CSI sample on a subband and a layer, normalized according to the amplitude of the strongest coefficients or real/imaginary part (Alt2-1).
Note3: If two options are selected  they should belong to the same category (i.e. 1a or 1b).

Agreement:
Support layer-based UCI mapping and omission. 
· FFS the details of layer-grouping to facilitate CSI mapping and omission.
· Note: Partial omission of layers is not supported.

R1-2601254	FL summary 3 on 9.1.1 for CSI compression via two-sided model	Moderator (Qualcomm Incorporated)


Agreement:
For the evaluation of the target CSI format options for NW side data collection, consider following quantization values: 
· For real / image part quantization of option 1a, consider
· CB1:  for , j=1, 2
· Companies are encouraged to apply different scaling factor for CB1.
· For amplitude / phase quantization of option 1b, consider
· Amplitude: Reuse e-Type II quantization tables. Replace the value of reserved codepoints to (1/2)15/4.
· Phase: uniform distribution, , for 
Conclusion:
There is no consensus on determining the actual payload size of the inference report based on UE indications other than RI.
Conclusion:
Configuration of pairing ID in the CSI report for inference is sufficient to distinguish the CSI feedback with two-sided model with other legacy CSI reports.


9.1.2 Inter-vendor training collaboration for two-sided AI/ML models
Including specification of standardized dataset format/content plus dataset exchange, as well as pairing and RAN4 related issues.


R1-2600067	Discussion on inter-vendor training collaboration for two-sided AI/ML models	FUTUREWEI
R1-2600073	Inter-vendor training collaboration for two-sided AI/ML models	Ericsson
R1-2600080	Discussion on Inter-vendor training collaboration and pairing for two-sided AI/ML models			Huawei, HiSilicon
R1-2600097	Discussion on Inter-vendor training collaboration for two-sided AI/ML models	Spreadtrum, UNISOC
R1-2600175	Inter-vendor training collaboration for AI/ML CSI compression	OPPO
R1-2600270	Discussion on inter-vendor training collaboration for two-sided AI/ML models	ZTE Corporation, Sanechips
R1-2600319	Inter-vendor training collaboration for two-sided AI/ML models	CATT
R1-2600357	Inter-vendor training collaboration for two-sided AI/ML models	Tejas Network Limited
R1-2600365	Inter-vendor training collaboration for two-sided AI/ML models	MediaTek Inc.
R1-2600376	Discussion on inter-vendor training collaboration for CSI compression	CMCC
R1-2600413	Discussion on inter-vendor training collaboration for two-sided AI/ML models	Xiaomi
R1-2600482	Discussion on inter-vendor training collaboration for two-sided AI/ML models	vivo
R1-2600587	Discussion on Inter-vendor training collaboration for two-sided AI/ML models	NEC
R1-2600590	Inter-vendor training collaboration for two-sided AI/ML models	InterDigital, Inc.
R1-2600626	Inter-Vendor Collaboration for AI/ML based CSI Compression	Google
R1-2600681	Discussion on inter-vendor training collaboration for two-sided AI/ML models	China Telecom
R1-2600739	Views on Inter-vendor training collaboration for two-sided AI/ML models	Samsung
R1-2600861	Discussion on inter-vendor collaboration for CSI compression	TCL
R1-2600865	Discussion on inter-vendor training collaboration for two-sided AI/ML models	Fujitsu
R1-2600887	Discussion on Inter-vendor training collaboration for two-sided AI/ML models	LG Electronics
R1-2600940	Inter-vendor training collaboration for two-sided AI/ML models	HONOR
R1-2600989	Discussion on inter vendor training collaboration for two-sided AI/ML models	ETRI
R1-2601026	Inter-vendor training collaboration for two-sided AI/ML models	Lenovo
R1-2601084	Inter-vendor training collaboration for two-sided AI/ML models	Nokia
R1-2601109	Inter-Vendor Training Collbaration For Two-Sided AI/ML Models	TOYOTA Info Technology Center
R1-2601112	Discussion on inter-vendor training collaboration for two-sided AI/ML models	Panasonic
R1-2601120	Discussion on Inter-Vendor Training Collaboration for Two-Side AI/ML Models	Sony
R1-2601149	Inter-vendor training collabration for two-sided AI/ML models	Apple
R1-2601163	Discussion on Inter-vendor training collaboration for two-sided AI/ML models	NTT DOCOMO, INC.
R1-2601256	Inter-vendor training collaboration for two-sided CSI compression use case	Qualcomm Incorporated
R1-2601291	Discussion on inter-vendor training collaboration for two-sided models	Quectel
R1-2601307	Discussion on inter-vendor training collaboration aspects for two-sided AI/ML models	KT Corp.
R1-2601351	Discussion on pairing aspect	ASUSTeK


R1-2601150	FL summary # 1 for inter-vendor training collaboration	Moderator (Apple)
R1-2601153	FL summary # 4 for inter-vendor training collaboration	Moderator (Apple)

Agreement:
For Option 4-1 under Direction A in AI/ML based CSI compression, for target CSI format, adopt scalar quantization (same format as NW side data collection). 
· FFS: Larger k1 and k2 values can be considered as opposed to NW data collection.


Agreement:
For model pairing procedure at least for inference, a pairing ID corresponding to Direction C is associated with a fully standardized reference model.   


R1-2601151	FL summary # 2 for inter-vendor training collaboration	Moderator (Apple)


Agreement:
For Direction A Option 3a-1, support exchange of single pairing ID along with model parameter exchange corresponding to the standardized reference encoder model structure.   

R1-2601152	FL summary # 3 for inter-vendor training collaboration	Moderator (Apple)


Conclusion:
For the signaling discussion of direction A option 3a-1, RAN1 assumes the same model parameter description format for parameter exchange as RAN4 will use to describe the reference model in Direction C. 
Note: RAN1 will not discuss dedicated model parameter description format for option 3a-1. 

Agreement:
The draft LS R1-2601717 is endorsed with the following changes and re-arrangement of the paragraph before the table.
The final LS in R1-2601718 is endorsed.

Based on the above RAN4 LS, RAN1 will work on the signaling design and parameter set exchange to support Direction A option 3a-1, RAN1 assumes that the RAN4 specified reference model structure(s) will be scalable across different number of Tx ports, and/or different subbands configurations, and/or different CSI payload size configurations.

RAN1 agreed the following CSI payload size configurations of different {d, Q} for SQ, where d denotes the length of latent message and Q denotes the number of quantization bit(s) per element in the latent message. Support of {32,1} is up to UE capability.  


