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Introduction
This document summarizes the discussions during RAN1#116bis for the agenda item 9.1.2, Specification support for positioning accuracy enhancement.

This discussion corresponds to the objectives related to the positioning use case described in RP-234039 (WID) below.
	RP-234039 (WID), Objective:
Provide specification support for the following aspects:
· AI/ML general framework for one-sided AI/ML models within the realm of what has been studied in the FS_NR_AIML_Air project [RAN2]:
· Signalling and protocol aspects of Life Cycle Management (LCM) enabling functionality and model (if justified) selection, activation, deactivation, switching, fallback
· Identification related signalling is part of the above objective 
· Necessary signalling/mechanism(s) for LCM to facilitate model training, inference, performance monitoring, data collection (except for the purpose of CN/OAM/OTT collection of UE-sided model training data) for both UE-sided and NW-sided models
· Signalling mechanism of applicable functionalities/models

· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

· Core requirements for the above two use cases for AI/ML LCM procedures and UE features [RAN4]:
· Specify necessary RAN4 core requirements for the above two use cases.
· Specify necessary RAN4 core requirements for LCM procedures including performance monitoring.


Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

· Testability and interoperability [RAN4]: 
· Finalize the testing framework and procedure for one-sided models and further analyse the various testing options for two-sided models, in collaboration with RAN1, and including at least: 
· Relation to legacy requirements
· Performance monitoring and LCM aspects considering use-case specifics
· Generalization aspects 
· Static/non-static scenarios/conditions and propagation conditions for testing (e.g., CDL, field data, etc.)
· UE processing capability and limitations
· Post-deployment validation due to model change/drift
· RAN5 aspects related to testability and interoperability to be addressed on a request basis

NOTE: offline training is assumed for the purpose of this project. 
NOTE: the outcome of the study objectives should be captured in TR 38.843 for future reference. 
NOTE: Coordination with SA/SA WGs of the ongoing study/work as it may relate to their required work. 




In the following, the delegates from participating companies are listed. Please check and add the contact information. We can use this list for future offline discussion, if such a need arises.
	Company/organization name
	Contact person
	Email of contact person

	Ericsson
	Yufei Blankenship
	yufei.blankenship@ericsson.com

	Ericsson
	Florent Munier
	florent.munier@ericsson.com

	Fujitsu
	Xin WANG
Yujia SHAN
	wangxin@fujitsu.com
shanyujia@fujitsu.com

	MTK
	harrison
	harrison.chuang@mediatek.com

	ZTE
	Cong WANG
	wang.cong8@zte.com.cn

	CMCC
	Yi Zheng
Yongchang Liu
	zhengyi@chinamobile.com
liuyongchang@chinamobile.com

	InterDigital
	Fumihiro Hasegawa
	fumihiro.hasegawa@interdigital.com

	vivo
	Huaming Wu
	huaming.wu@vivo.com

	vivo
	Yuanyuan Wang
	yuanyuan.wang.txyj@vivo.com

	CATT
	Yongqiang Fei
	feiyongqiang@catt.cn

	NEC
	Chen Wei
Miao Zhaobang
	chen_wei@nec.cn
miao_zhaobang@nec.cn

	Xiaomi
	Qin MU
	muqin@xiaomi.com

	OPPO
	Zhihua Shi
	szh@oppo.com

	Pengcheng laboratory
	Pingye XIANG
	xiangpy@pcl.ac.cn

	NVIDIA
	Xingqin Lin
	xingqinl@nvidia.com 

	TCL
	Tianqi Wu
	tianqi1.wu@tcl.com

	LG Electronics
	Jaehoon Chung
	jhoon.chung@lge.com

	Qualcomm
	Mohammed Hirzallah (Ali)
	mhirzall@qti.qualcomm.com

	ETRI
	Seungjae Bahng
	sjbahng@etri.re.kr

	Baicells
	Xiang YUN
Xiaonan WANG
	yunxiang@baicells.com
wangxiaonan@baicells.com

	Apple
	Kome Oteri
	ooteri@apple.com

	Fraunhofer
	Mohammad Alawieh
Georgios Kontes
	mohammad.alawieh@iis.fraunhofer.de
georgios.kontes@iis.fraunhofer.de 

	Sony
	Basuki Priyanto
Yujie Zhang
	Basuki.priyanto@sony.com
Yujie.zhang@sony.com 

	Samsung 
	Qi XIONG
	Q1005.xiong@samsung.com 

	NTT DOCOMO
	Luhua You
Kosuke Shima
	youlh@docomolabs-beijing.com.cn
kousuke.shima.nr@nttdocomo.com

	Intel
	Chatterjee, Debdeep
	debdeep.chatterjee@INTEL.COM;

	Nokia
	Dick Carrillo Melgarejo
	dick.carrillo_melgarejo@nokia.com;

	CEWiT
	Shiv Shankar
Dhivagar Baskaran
	shivshankar@cewit.org.in
dhivagar.b@cewit.org.in

	Lenovo
	Robin Thomas
	rthomas7@lenovo.com 



Model input
Sample-based vs path-based measurements for model input
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 

	· [bookmark: _Hlk163940728]Huawei, HiSilicon (R1-2402024)
Proposal 1: Regarding the time domain channel measurements, the boundary between sample-based and path-based methods needs to be determined before doing the down selection and comparison, e.g.,
· Understanding 1: Path-based method can have finer time domain granularity than sample-based method.
· If the same time domain granularity is selected for both, then the two methods are equal.
· Understanding 2: Path-based method allows non-even selection of the paths in time domain, while sample-based method may be restricted to even selection of samples in time domain.
Proposal 2: Regarding sample-based and path-based reporting, there is no need to introduce sample-based reporting method for the 1st priority cases (Case 1/3a/3b). 

	· Intel (R1-2402145)
Proposal 10: 
· For cases 2b and 3b, consider the representation of timing information for model input using one of the following options:
· Power-per-sample-based approach: Representation of timing information by taking  specific samples on the sampling grid of the estimated CIR around (i.e., on the left and right of, within the overall CIR window) N samples that correspond to the N samples with the highest power values within the estimated CIR.
· Path-based approach: Representation of timing information by taking  specific (not necessarily consecutive) time instances based on timing grid of output of path-detection. In specific, the timing information includes reference time, sampling period, and value of , and  timing instance values.
· Hybrid approach: Representation of timing information by taking  specific samples sampled at the nominal sampling rate and on the sampling grid of the estimated CIR defined by the nominal sampling rate around (i.e., on the left and right of, within the overall CIR window) each of M detected paths, while in between detected paths a coarser sampling rate with sampling period that is an integer multiple of the nominal sampling period.
· FFS: Whether different approaches could be used for Cases 2b and 3b.


	· vivo (R1-2402231)
Observation 1:	Based on the performance comparison between sample-wise reporting and path-wise reporting are shown in Table 2 and Figure 3, sample-wise reporting can provide 37.3% and 76.4% performance gain compared to path-wise reporting for 18 TRPs and 6 TRPs, respectively.
Observation 2:	An order of magnitude performance loss has been observed when the path selection method is inconsistent between training and test dataset, which are shown in Table 3 and Figure 4
Observation 3:	With the same reporting overhead, sample-wise reporting still reaps over 40% performance gain compared to path-wise reporting.
Proposal 4:	Specify sample-wise channel measurement reporting for Case 2b and 3b of AI/ML based positioning due to the constraints of path-wise reporting.

	· Sharp (R1-2403300)
Proposal 2: For Rel-19 AI/ML-based positioning, sample-based measurement is supported at least for case 3b.
Proposal 3: If sample-based measurement is supported, new IE is supported for case 3b for NRPPa such as a sampling periodicity and bitmap.

	· Qualcomm (R1-2403183)
Proposal 8: For time domain channel measurement in AI/ML positioning, as a starting point, support Alt-B path-based measurements for measurement reporting to LMF-side model (Case2b/3b). 

	· CEWiT (R1-2403052)
Proposal 2: Time  domain sample based measurement reporting is preferred.
Proposal 3: For path based method of channel measurements reporting, a common algorithm to measure paths 				    from the raw channel and granularity for path detection should be defined.

	· TCL (R1-2403035)
Proposal 7: UE should measure and report paths for Case 2b and gNB should measure and report samples for Case 3b.

	· Nokia (R1-2402997) 
[bookmark: _Toc163171418][bookmark: _Toc163195753][bookmark: _Toc163171619][bookmark: _Toc163200661][bookmark: _Toc163195950][bookmark: _Toc163171698][bookmark: _Toc163200126][bookmark: _Toc163200433][bookmark: _Toc163222473][bookmark: _Toc163201419][bookmark: _Toc163201116][bookmark: _Toc163201501][bookmark: _Toc163201255]Proposal 2 RAN1 to consider path-based and sample-based representation for AI/ML positioning cases.

[bookmark: _Toc163222474]Proposal 3 RAN 1 to consider path-based and/or sample-based as condition to be reported to LMF before the setting of any specific functionality. 

	· Lenovo (R1-2402919)
Proposal 2: In order to support higher configuration flexibility based on scenarios with high accuracy requirements and/or lower signalling overhead requirements, support sampled-based timing and path timing-based approaches.
Proposal 3: Support sample-based timing information for Direct AI/ML positioning use cases, i.e. Case 1, 2b, and 3b. 

	· Samsung (R1-2402492)
Proposal 7:  path-based measurement could be considered with potential overhead reduction.

	· CMCC (R1-2402554)
Proposal 1: Sample-based measurements for AI/ML positioning is slightly preferred.

	· Sony (R1-2402958)
Proposal 8: Support sample-based time domain channel measurement as the AI/ML model input.

	· ETRI (R1-2403012)
Observation 1: For path-based reporting, the resolution of path delay is implementation dependent and may vary between UE vendors and gNB manufacturers.
Proposal 3: For Case 3b, a new data structure should be defined in the NRPPa protocol to report sample-based channel responses measured by the gNB to the LMF.
Proposal 4: For Case 2b, a new data structure should be defined in the LPP protocol to send sample-based channel responses measured by the UE to the LMF. .

	· Google (R1-2402277)
Proposal 3: Support the UE to report the timing information based on sample-based measurements, where the UE reports the power information based on the DCT domain of the channel measurement.

	· Fraunhofer (R1-2402039)
Proposal 3: 	Define new measurement, including sample-based time domain CIR to provide model input for cases 2b and 3b.  
Observation 4: 	Path-based measurements especially for cases 3b and 2b results in ambiguity. Resolving it requires defining additional criteria which introduces more standardization overhead compared to sample-based.
Proposal 14: 	Consider a sample based approach for the new measurement report:
· Vector(s) of samples including the CIR or PDP 
· Time stamp of the first sample of the vector (or offset of the first sample of the relative to the reported ToA). 
· Sampling frequency used for the vector
· Opt 1: Sampling frequencies inline with the numerology are supported only. 
· Opt 2: The measurement unit may select the sampling frequency and reports the selected sampling frequency 

	· ZTE, Pengcheng laboratory (R1-2402264)

Observation 3: The simulation results in Rel-18 showed that sample-based measurement can provide satisfying positioning performance.
Observation 4: Compared with path-based measurement, the implementation details of sample-based measurement is more clear, which provides unified UE/TRP behavior for channel measurement.
Observation 5: The evaluation for both direct AI/ML positioning and AI/ML assisted positioning for Rel-18 SI are based on sample-based measurement. 
Observation 6: A unified model input type can increase the comparability of different use cases, while also reducing the workload of model monitoring.
Proposal 5: In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support alternative (a): 
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods.

	· OPPO (R1-2402317)
Proposal 3: In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support sample-based measurements where the timing information is an integer multiple of sampling periods (Alternative (a)) 
•	 Applicable to UE-assisted/LMF based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)

	· Interdigital (R1-2402913)

Proposal 16: For case 3b and case 1, support Alternative b for representation of time domain channel measurements and reuse path-based reporting with the granularity up to k=-6 as specified in Release 18.

Proposal 17: For case 3a, support Alternative (b) since an AIML model may be able to estimate ToA that is not aligned with sampling periods. 

	· Apple (R1-2402870)
Proposal 1: Rel-19 AI/ML based positioning, when comparing sample-based measurement input and path-based measurement input:
· Overhead: Path based measurements have a lower overhead than sample-based measurements
· Performance: 
· Path based measurements showed approximately the same performance as sample-based measurements in large bandwidth scenarios with high complexity models.
· Path based measurements showed worse performance than sample-based measurements in low complexity and/or smaller bandwidth scenarios.

Proposal 2: On the applicability to the different sub-use cases in the LCM stages of AI/ML positioning:

Path/Sample Input for different Sub-use cases
	
	Training Measurement Input
	Inference
	Monitoring

	Case 1
	Specify both
	N/A
	Depends on location and monitoring input required

	Case 2a
	Specify both
	Specify both
	

	Case 2b
	Specify both
	N/A
	

	Case 3a
	Specify both
	Specify both
	

	Case 3b
	Specify both
	N/A
	



Proposal 3: Support both path-based measurement input and sample-based measurement input.

	· NVIDIA R1-2402847
Proposal 2: Support both of the following alternatives for time domain channel measurements for AI/ML based positioning:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.

	· Mediatek R1-2402799
Proposal 7-1: The time-domain sample based measurement as the model input is preferred at least for LMF side model
Proposal 7-2: Define the measurement of the samples in TS 38.215
Proposal 7-3: Consider “DL reference signal channel response” as the measurement of the samples to be captured in TS 38.215
Proposal 7-3: The measurement type “DL reference signal channel response” could be defined as the channel response obtained from the resource elements that carry DL PRS configured for the measurement
Proposal 7-5: The sample selection mechanism could be left to RAN4
Proposal 7-6: If RAN1 decides to define the sample selection mechanism for overhead reduction, consider the simple rule. The limitation on the maximum number of non-zero samples within a channel response measurement could be configured
Proposal 7-7: If the channel response measurement is agreed to support for reporting, the relative power among samples could be considered by setting power to 1 for the maximum sample. A scaling value for absolute power could be optionally reported

	· Fujistsu R1-2402787
Proposal 1 Prioritize the study on sample-based measurements and reporting as model input to support AI/ML positioning.

	· NEC R1-2402764
Proposal 10:	Prioritized sample-based measurements over path-based measurement for model input, if down-selection between sample-based input and path-based input is needed.
Proposal 11:	Support applying the same alternative, i.e., sample-based measurement, for all the cases, unless new evaluation demonstrates additional benefits from applying the different alternatives for each cases

	· Xiaomi R1-2402650
Proposal 1: Both Sample-based input and Path-based input are supported. 
Proposal 3: If there is need for the model input specification, down select the following options for the time domain samples selection by comparing the positioning accuracy performance and the signaling overhead 
· Option 1: Select Nt consecutive time domain samples as model input 
· Option 2: Select N't time domain samples with the strongest power as model input 
Proposal 4: If there is need for the model input specification, specify multiple values of Nt or N't, for configuration. 

	· CATT R1-2402367
Proposal 11: At least for case 3b and 2b, support sample-based channel measurements as the AI/ML model input.
Proposal 14: For case 3b, assuming both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path-based reporting is based on gNB/TRP implementation or LMF indication.

	· Ericsson (R1-2401984)
Proposal 1	Adopt sample-based measurement for all relevant cases and LCM stages in Rel-19 AI/ML positioning.
Proposal 2	Path-based measurement is not standardized for any Rel-19 positioning cases and LCM stages.
Proposal 3	Do not support a mix of sample-based measurement and path-based measurement in Rel-19 AI/ML positioning.
[image: ] [image: ] 
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Figure 2 Example magnitudes of time domain samples of a 2-tap channel with delays at 265 and 290 ns. 




1st round discussion
First, regarding sample-based vs path-based, there are still some confusions, see R1-2402024, R1-2402145. Thus there is a need to clarify the understanding.

For sample-based method, please see the agreement below from study item phase. This indicates that the time domain samples are truncated to Nt consecutive time domain samples, and may be further sub-sampled to N’t samples where the N’t samples may not be consecutive.
	Agreement
For reporting the model input dimension NTRP * Nport * Nt of CIR and PDP, Nt refers to Nt consecutive time domain samples.
· If N’t (N’t < Nt) samples with the strongest power are selected as model input, with remaining (Nt ‒ N’t) time domain samples set to zero, then companies report value N’t in addition to Nt. It is also assumed that timing info for the N’t samples need to be provided as model input.



For path-based method, the starting point is the existing Rel-17 measurement reporting of first path and additional paths. Please see descriptions from 38.133. 
	TS 38.133
10.1.38.2.1         Absolute PRS RSRPP accuracy
[bookmark: _Hlk158381256]The absolute accuracy requirements for PRS-RSRPP measurement defined in Table 10.1.38.2.1-3 and Table 10.1.38.2.1-4 apply for the UE supporting supportedDL-PRS-ProcessingSamples [34]. 
Note: The requirements in this clause are derived based on two-tap channel defined in 38.101-4 Annex B.2.4 (a = 1, τd=0.45 µs and fD=5 Hz). 
Note: The requirements in this clause are derived based on the difference between the estimated PRS-RSRPP compared to the ideal PRS-RSRPP defined as 

Where:
[bookmark: _Hlk158380920] is the effective channel frequency response (over REs occupied by PRS) measured without receiver noise.
 is the exact delay of the p-th path in the channel model.



On the other hand, as pointed out by Fraunhofer (R1-2402039), Rel-17 discussed 7 options of additional path reporting criteria, but no decision was made. Thus, Rel-17 path measurement reporting is essentially up to vendor implementation.
	Proposal 3.1-A during Release 17 in [3]:
For additional path reporting criteria support one of the following options: 
· Option 1: UE/TRP are configured with a power threshold for additional paths
· Option 2: UE/TRP have a power threshold which is fixed in specification for additional paths
· Option 3: UE/TRP reports at least the strongest path in addition to first path
· Option 4: UE/TRP report additional paths when uncertain that the first path is correct 
· Option 5: UE/TRP reports the strongest path and the N-2 paths between first and strongest paths, if first and strongest paths are same then first N paths
· Option 6: UE/TRP reports additional paths within a certain time span of the first path
· Option 7: Left to UE/TRP implementation. 


[3] 3GPP R1-2112494, “Feature Lead Summary #3 for Potential multipath/NLOS mitigation”. e-Meeting, November 11th – 19th, 2021.

Please refer to companies contributions, e.g.,  R1-2401984 (Ericsson), Fraunhofer (R1-2402039), and R1-2402264 (ZTE, Pengcheng laboratory) for detailed mathematical descriptions and illustrations.
Thus a few clarifications in response to Huawei, HiSilicon (R1-2402024) and Intel (R1-2402145) based on FL understanding:
(a) Path-based method can have finer time domain granularity than sample-based method. 
(b) Even if the time domain granularity is set to the same for both, the two methods are unlikely to be equal, since path-based method performs additional processing (e.g., path searching and channel estimation) to obtain the path estimation.
(c) Sample-based method is not necessarily restricted to even selection of samples in time domain.
· Without sub-sampling, the Nt samples are consecutive time domain samples according to the sampling period. 
· With sub-sampling, the N’t samples may not be consecutive, and the reported samples are unlikely to be evenly spaced.
	
Regarding the comparison of sample-based vs path-based measurements, companies’ contribution provide analysis on positioning accuracy, signaling overhead, and implementation issues. According, the following observations are provided.

Observation 2.1.2-1
In Rel-19 AI/ML based positioning, regarding the two alternatives for time domain channel measurements, in terms of positioning accuracy:
· [bookmark: _Toc163235957]2 sources (Apple (R1-2402870), Ericsson (R1-2401984), ) observed that: The relative positioning accuracy between sample-based and path-based measurement varies with RS bandwidth. 
· With a same large RS bandwidth (e.g., 100 MHz), models using path-based measurements on average achieve similar positioning accuracy as models using sample-based measurements. 
· [bookmark: _Toc163235958]With a same small RS bandwidth (e.g., 25 MHz), models using path-based measurements achieve worse performance (e.g., 26% higher 90%tile 2D positioning error on average) than models using sample-based measurements.
· 1 source (Xiaomi (R1-2402650)) observed that: For the same setting of bandwidth and number of TRPs, sample-based input achieves better positioning accuracy. The positioning accuracy difference increases with the decrease of number of positioning TRPs.
· 2 sources (vivo (R1-2402231), Ericsson (R1-2401984)) observed that: Models using path-based measurement as model input are sensitive to channel estimator mismatch between training and inference phases. Significant performance loss is observed when path selection method is inconsistent between training and test dataset.
· 1 source (Ericsson (R1-2401984)) observed that: Positioning accuracy of AI/ML models using path-based reports varies significantly with the signal processing capabilities of the measurement nodes.
Note: for Rel-18 SI, the evaluations for both direct AI/ML positioning and AI/ML assisted positioning are based on sample-based measurement.

Monday offline discussion
Observation 2.1.2-1A
In Rel-19 AI/ML based positioning, regarding the two alternatives for time domain channel measurements, in terms of positioning accuracy:
· 3 sources (Apple (R1-2402870), Ericsson (R1-2401984), vivo (R1-2402231)) observed that: The relative positioning accuracy between sample-based and path-based measurement varies with RS bandwidth. 
· With a same large RS bandwidth (e.g., 100 MHz), models using path-based measurements on average achieve similar positioning accuracy as models using sample-based measurements. 
· With a same small RS bandwidth (e.g., 25 MHz), models using path-based measurements achieve worse performance (e.g., 26% higher 90%tile 2D positioning error on average) than models using sample-based measurements.
· 1 source (Xiaomi (R1-2402650)) observed that: For the same setting of bandwidth and number of TRPs, sample-based input achieves better positioning accuracy. The positioning accuracy difference increases with the decrease of number of positioning TRPs.
· 2 sources (vivo (R1-2402231), Ericsson (R1-2401984)) observed that: Models using path-based measurement as model input are sensitive to channel estimator mismatch between training and inference phases. Significant performance loss is observed when path selection method is inconsistent between training and test dataset.
· 1 source (Ericsson (R1-2401984)) observed that: Positioning accuracy of AI/ML models using path-based reports varies significantly with the signal processing capabilities of the measurement nodes.
Add:
· 1 source (Qualcomm (R1-2403183)) observed that: Models using path-based measurements achieve similar positioning accuracy as models using sample-based measurements when each measurement uses consistent method between training and test dataset.
· 1 source (Qualcomm (R1-2403183)) observed that: Models using path-based measurement as model input can be made robust to sensitivity to channel estimator mismatch between training and inference phases by training on mixture of channel estimator methods. Performance loss is resolved, and performance restored to case when channel estimation method is consistent between training and test dataset.

Note: for Rel-18 SI, the evaluations for both direct AI/ML positioning and AI/ML assisted positioning are based on sample-based measurement.



	
	Company

	Support
	Apple, Xiaomi,Fujitsu, NEC,Ericsson

	Not support
	HwHiSi



	Company
	Comments

	InterDigital
	Question for the FL : What is the intention of agreeing on the observations?

	Lenovo
	Share similar view as IDC, no spec impact?

	ZTE
	We don’t have strong concern for the three observations, just wondering whether they are really needed in current WI stage.

	LG
	Similar view with the above companies

	CATT, CICTCI
	OK. It is our understanding that this observation is just for discussion but not for further TR 38.843 update.

	Intel
	Same question as InterDigital, others.

	HW/HiSi
	Same question as IDC to the FL.
Additionally, it seems that not all sources that provided results are included in the observation:
Suggest to include the following bullets, if an observation needs to be discussed.
· 2 sources (QC (R1-2403183), Ericsson (R1-2401984)) observed that: for the same implementation method between training and inference, models using path-based measurements on average achieve similar positioning accuracy as models using sample-based measurements.
· 1 source (QC (R1-2403183)) observed that: for the different clock drift between training and inference, models using sample-based measurements achieve worse performance than models using sample-based measurements. Mixture of training sets 
The Note of the observation does not seem relevant here.
Note: for Rel-18 SI, the evaluations for both direct AI/ML positioning and AI/ML assisted positioning are based on sample-based measurement.

	DCM
	Same question as InterDigital, others.

	Qualcomm
	We also share HW’s view.

-Observations from our contribution Qualcomm (R1-2403183) are not included. Current observation is more biased toward the sample-based approach. It also ignores key inconsistency/ambiguity issues of sample-based measurements.

· 1 source (Qualcomm (R1-2403183)) observed that: Models using sample-based measurement as model input are sensitive to sampling grid alignment between training and inference phases. Significant performance loss is observed when sampling grid alignment method is inconsistent between training and test dataset.
· 1 source (Qualcomm (R1-2403183)) observed that: Models using path-based measurements achieve similar positioning accuracy as models using sample-based measurements when each measurement uses consistent method between training and test dataset.
· 1 source (Qualcomm (R1-2403183)) observed that: Models using path-based measurement as model input can be made robust to sensitivity to channel estimator mismatch between training and inference phases by training on mixture of channel estimator methods. Performance loss is resolved, and performance restored to case when channel estimation method is consistent between training and test dataset.

-For bandwidth, the 100 MHz is the baseline considered for Rel-18 study and evaluating impact of bandwidth was not discussed in the previous meeting summary and guidelines. Let’s postpone the observation on BW and give companies more time to provide evaluations. 

-For the last bullet, it is not clear what “signaling processing capabilities of the measurement node” means. Is it different from channel estimation method? Would you please clarify?

-For the last note, it seems unnecessary. It is better to acknowledge issues related to inconsistency/ambiguity being evaluated in the Rel-18. 



	Ericsson
	Agree with CATT’s view. We see the observation as a way to converge to the path/sample issue.




Observation 2.1.2-2
In Rel-19 AI/ML based positioning, regarding the two alternatives for time domain channel measurements, in terms of signalling overhead:
· 2 sources (Apple (R1-2402870), Xiaomi (R1-2402650)) observed that: Path based measurements have a lower overhead than sample-based measurements.
· 1 source (vivo (R1-2402231)) observed that: With the same reporting overhead, sample-wise reporting still reaps over 40% performance gain compared to path-wise reporting.
· 1 source (Ericsson (R1-2401984)) observed that: Sample-based signaling can achieve better positioning accuracy and lower signaling sizes than path-based signaling.

Monday offline discussion
Observation 2.1.2-2A
In Rel-19 AI/ML based positioning, regarding the two alternatives for time domain channel measurements, in terms of signalling overhead:
· 3 sources (Apple (R1-2402870), Xiaomi (R1-2402650), Qualcomm (R1-2403183)) observed that: Path based measurements have a lower overhead than sample-based measurements.
· 1 source (vivo (R1-2402231)) observed that: With the same reporting overhead, sample-wise reporting still reaps over 40% performance gain compared to path-wise reporting.
· 1 source (Ericsson (R1-2401984)) observed that: Sample-based signaling can achieve better positioning accuracy and lower signaling sizes than path-based signaling.

	
	Company

	Support
	Apple, Xiaomi, NEC

	Not support
	HwHiSi



	Company
	Comments

	InterDigital
	Same question for Observation 2.1.2-1

	CATT, CICTCI
	OK in general, but we should note that currently there is no specified method to calculate sample-based channel measurement overhead. Companies make comparison based on their own methods.
It is our understanding that this observation is just for discussion but not for further TR 38.843 update.

	Intel
	We echo the comment from InterDigital. 
More importantly, it’s unclear how helpful these observations may be when represented at such a high level since there can be various ways to realize signalling solutions for path- and sample-based reporting. These include, but not limited to, whether sub-sampling is used for sample-based, sampling rate used, reporting granularity for path-based, etc.

	HW/HiSi
	Same question on the relevance of an observation in WI.
It seems that one more source observed that path based has less overhead:
Suggest to update the first bullet.
· 2 3 sources (Apple (R1-2402870), Xiaomi (R1-2402650), QC (R1-2403183))) observed that: Path based measurements have a lower overhead than sample-based measurements.

	Qualcomm
	Our observations are not captured.
· “3 sources (Apple (R1-2402870), Xiaomi (R1-2402650), Qualcomm (R1-2403183)) observed that: Path based measurements have a lower overhead than sample-based measurements.”
· 1 source (Qualcomm (R1-2403183)) observed that: With the same or smaller reporting overhead, path-wise reporting have better or similar performance as sample-wise reporting.
· 1 source (Qualcomm (R1-2403183)) observed that: Path-based signaling can achieve better or similar positioning accuracy and lower or similar signaling sizes than sample-based signaling when considering inconsistent training and test datasets for both signaling.





Observation 2.1.2-3
In Rel-19 AI/ML based positioning, regarding the two alternatives for time domain channel measurements, in terms of implementation:
· 3 sources (R1-2402264 (ZTE, Pengcheng laboratory), Ericsson (R1-2401984)) observed that: Compared with path-based measurement, the implementation details of sample-based measurement are clearer, which provides unified UE/TRP behavior for channel measurement. 
· 1 source (Fraunhofer (R1-2402039)) observed that: 7 options were discussed in Rel-17 for path-based measurement reporting. Path-based measurements especially for cases 3b and 2b results in ambiguity. Resolving it requires defining additional criteria which introduces more standardization overhead compared to sample-based. 
· 1 source (Ericsson (R1-2401984)) observed that: path-based reporting requires much higher computational complexity for the measurement node than the sample-based reporting approach.
· 1 source (CEWiT (R1-2403052)) observed that:  A common algorithm needs to be defined if path-based measurement is selected for Rel-19.
· 2 sources (ETRI (R1-2403012), Ericsson (R1-2401984)) observed that: Path-based measurement is implementation dependent and may vary between vendors.

	
	Company

	Support
	Apple, NEC

	Not support
	Hw/HiSi



	Company
	Comments

	InterDigital
	Same question for Observation 2.1.2-1

	CATT, CICTCI
	OK in general.
It is our understanding that this observation is just for discussion but not for further TR 38.843 update.

	Intel
	In addition to the question on need to agree on an observation, it cannot be claimed that for sample-based approach there is a single implementation. Channel estimation algorithms, including handling of impairments like time/frequency offsets, drifts, etc., can be performed in various ways. Thus, reliance on sufficient generalization over different implementations remain for sample-based as well.

	HW/HiSi
	Same question on the relevance of an observation.
Disagree with that sample based is cleaner/less complex than path based. This is up to implementation.
Furthermore, both path and sample based methods are up to implementation.
If realizations vary between vendors may not matter as long as the same realization is used between training and inference. For example, for Case 3B this won’t have any impact since the same gNB’s will be used during training and inference.

	Qualcomm
	We also share views of Intel and HW/HiSi

Our view on implementation is also not captured. Add the following:
· 1 source (Qualcomm (R1-2403183)) observed that: (1) the sample-based measurements is implementation dependent and subject to sampling grid ambiguity/inconsistency, which can result from FFT/IFFT window alignment, clock drift/offset, RX/TX timing errors, reference time alignment for the first sample, etc.. The implementation details of sample-based measurement requires substantial specification on UE/TRP behavior for channel measurement. Resolving these ambiguities/inconsistencies associated with  sample-based measurements can incur similar or higher computational complexity when compared to path-based measurements. (2) the ambiguity/inconsistency issue of path selection in path-based measurements can be resolved by considering mixed dataset training with multiple path selection and channel estimation methods. 





Companies’ preference between Alternative A and Alternative B is as follow (please update/correct if your view is not captured correctly):
· Alternative A (sample-based measurement), 15 sources: vivo, CEWIT, Fujitsu, CATT/CICTCI, NEC, CMCC, Sony, ETRI, Google, Fraunhofer, Mediatek, ZTE/Pengcheng laboratory, OPPO, Ericsson
· Alternative B (path-based measurement), 4 sources: Huawei/HiSilicon, Qualcomm, Samsung, Interdigital
· Both/hybrid methods, 78 sources: Intel, TCL, Nokia, Apple, Lenovo, Nvidia, Xiaomi, CATT/CICTCI

Thus, it is suggested to follow majority view, and at least support sample-based measurement. RAN1 further studies whether path-based measurement is additionally supported, and if so, for which case(s).

Proposal 2.1.2-4
For AI/ML based positioning, support at least sample-based measurements for determining model input, where the timing information is an integer multiple of sampling periods. 
· FFS: whether path-based measurements are additionally supported, and if so, for which case(s)

Monday offline discussion
Proposal 2.1.2-4A
For AI/ML based positioning, support at least sample-based measurements for determining model input, where the timing information is an integer multiple of sampling periods, and the measurement is the observed time domain channel at the reported sample times. 
· FFS: whether path-based measurements are additionally supported, and if so, for which case(s)

	
	Company

	Support
	ZTE, NEC, TCL

	Not support
	InterDigital, HWHiSi, Qualcomm



	Company
	Comments

	Apple
	We are amenable to the proposal. The key advantage of path based measurements is the overhead reduction which is why we say we may support both.

	InterDigital
	Path based measurements are already supported. From our perspective, both sample based and path based measurements represent the same information. We should at least support path based measurements. We can consider enhancements to the path-based measurements (e.g., increasing the number of paths, improving resolution) if needed.

	Xiaomi
	We are supportive to adopt sample-based. But for the path-based report, our thinking is that since it is already supported by the existing specification. We consider it can be supported by implementation or can be supported with little specification work.  Considering this point, we think this case should not be precluded. We suggest the following update 


Proposal 2.1.2-4
For AI/ML based positioning, support at least sample-based measurements for determining model input, where the timing information is an integer multiple of sampling periods. 
· FFS: whether path-based measurements are additionally supported, and if so, for which case(s)
NOTE: This proposal does not mean the Path-based measurement without additional specification effort is precluded.  


	Nokia
	For us, both approaches have advantages and disadvantages. Thus, we do not support the current proposal version. 

	CATT, CICTCI
	We are also fine with ‘both/hybrid’. Update the table a bit.

	Intel
	We prefer to first align our understanding of what needs to be specified for sample-based measurements in practice (as against assuming what has been done in simulations would work as is) before agreeing on this. In particular, details of sub-sampling options, how sample-based measurements will be defined – just stating “timing information is an integer multiple of sampling periods” does not achieve what proponents of sample-based measurements have in mind since a UE/gNB can have a variety of implementations that impact the performance while still respecting the definition above. 

	HW/HiSi
	Agree with IDC.
The model input is not needed to be specified, what is visible in the spec is the measurement report.
Additionally, sample-based measurements are subject to inconsistency between training and inference due to clock drift.
There is a lot of flexibility in the k-values for the timing granularity of path based. Therefore, path based and sample based can use the same timing grid and would be the same.

	DCM
	We share the same view with InterDigital that at least path based measurements should be supported as legacy NR positioning framework is considered as baseline for AI based positioning and legacy path-based measurement can be directly applied. Besides, sample-based measurement can be considered for some cases if beneficial. 

	Qualcomm
	We cannot agree on this. 

The sample-based measurements also have ambiguity and inconsistency issues. Path-based measurements are baseline in previous releases and its specification load should be smaller than sample-based measurements. The proposal needs to first start with path-based measurements and leave sample-based for FFS to discuss its ambiguity/inconsistency issues, and whether its inclusion is justified given the identified ambiguity/inconsistency issues.   

	Ericsson
	Support the proposal. Regarding the FFS on path based reporting, our view is that we still need to resolve how to ensure consistency between the path detection approach/channel estimation during data collection and during inference.  



Guidance to resolve the issue
In Monday afternoon online session, the topic of sample-based vs path-based measurements was discussed. The proposal was presented (see section 9.2), but no resolution was achievable.
Vice Chairman Xiaodong verbally gave the following guidance:
· Companies try to resolve the ambiguity in the definition of path-based measurement. The deadline to resolve the ambiguity is next meeting (i.e., May 2024 RAN1 Meeting). 
· If the ambiguity of path-based measurement cannot be resolved by next meeting, then sample-based measurement is to be adopted.
· In the end, either path-based or sample-based measurement is to be adopted, but not both.
Accordingly, all companies, especially the proponents of path-based measurement, are encouraged to provide solutions to resolve the ambiguity of path-based measurement in contributions to May meeting. RAN1 will strive to converge on a clear definition of path-based measurement in May meeting. If this is achieved, then path-based measurement is adopted; otherwise, sample-based measurement is adopted. This final decision on this issue will be made in May meeting.
No official discussion on this issue is expected in the remaining sessions of this RAN1 meeting. 

================
Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.
============
RAN1 down-select between Alternative (a) and (b) by May RAN1 meeting.

Timing measurement for model input
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Huawei, HiSilicon (R1-2402024)
Proposal 4: For Case 3b, there is no specification impact of the time reference used for the timing information. The RTOA reference time can be re-used as the reference time.

	· vivo (R1-2402231)
Proposal 5:	Reuse the legacy reference time for UE side DP or PDP measurement 
-	for each TRP measurement, the DP or PDP measurement can be defined as DPUE-RX or PDPUE-RX that is relative to the start of DL subframe

	· CEWIT (R1-2403052)
Proposal 4:  UL RTOA reference time to report timing information for Case 3b.

	· [bookmark: _Hlk163945912]TCL (R1-2403035)
Proposal 12: Regarding the path-based measurement, the legacy reporting method can be reused and DL-RTOA should be additionally introduced for the downlink AI positioning.
Proposal 13: UE can report the DL-RTOA and relative timing information of additional paths for each TRP or report the DL-RTOA of the assistance data reference TRP and timing information of other paths relative to the DL-RTOA to LMF. 

	· Apple (R1-2402870)
Proposal 7: For AI/ML based positioning Case 3a and 3b, for channel measurements used to determine model input, the timing information is represented using the UL RTOA reference time T0+tSRS as defined in 38.215.
Proposal 8: A DL reference time should be defined.

	· Qualcomm (R1-2403183)
Proposal 10: For Case3b, reuse the reference time(s) considered in existing measurement UL-RTOA to indicate timing information in Case3b reporting.

	· Intel (R1-2402145)
Proposal 11: 
· For representation of the timing information for CIR/PDP/DP to serve as model input, solutions to convey the information on propagation delay should be pursued.
· FFS: The propagation delay information is captured as part of the encoded timing information itself related to CIR/PDP/DP or is conveyed separately in addition to the timing information related to CIR/PDP/DP.
Proposal 12: 
· Support relative differential time instance representation for representation of timing information of the channel response for model input in AI/ML based positioning using CIR/PDP/DP.
Proposal 13: 
· If path-based measurements is supported, the existing representation/quantization framework for timing-based metric reporting (e.g., RSTD, RTOA), with the smallest value of ReportingGranularityfactor (‘k) of -6 as introduced in Rel-18, can be reused for representation of timing information of the channel response for model input in AI/ML based positioning.

	· Fujitsu (R1-2402787)
Proposal 2 Study at least the feasibility and benefits of the following options to report timing information for sample-based measurements.
	Option 1 Timing information reporting based on reference time.
	Option 2 Timing information reporting based on reporting window.
Proposal 3 For sample-based measurement, the start of sample-window to be reported is suggested to be studied and defined instead of reference time.
Proposal 4 Study the following aspects of defining the length of the sample-window:
○	Configuration-based values.
○	Candidate value is up to the applied scenarios.
○	The length of the sample-window for each PRS is the same in one reporting.

	· CATT, CICTCI (R1-2402367)
Proposal 12: For case 3b, the UL RTOA defined in TS 38.215 is reused to determine the timing information of measurement reported from gNB/TRP to LMF.

Proposal 13: For case 3b, the following one or two options of timing information reporting of sample-based measurements are considered:
· Option 1: Sample-based reporting
· Time offset: the time offset is the difference between the timing of first sample and UL RTOA reference time;
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods
· Path-based reporting may be enhanced to support reporting more samples.

Proposal 15: For case 2b, the TSubframeRxi defined in TS 38.215 is reused to determine the timing information of measurement reported from UE to LMF.


	· Lenovo (R1-2402919)
Proposal 8: Re-use the legacy parameters of SFN Initialisation time (T0) and tsrs that comprise the reference time information for UL channel observation time for Case 3b.

	· MediaTek (R1-2402799)
Uplink
Proposal 2a-1: For LMF side model (case 3b) to support DL+UL positioning method (similar to M-RTT), then for UL part, the model input for training and inference could re-use the legacy reference time, which is TRP transmit timing of downlink subframe that is closest in time to the subframe received from the UE. It is applicable for both sample and path based measurements

Proposal 2a-2: For LMF side model (case 3b) to support UL positioning method (similar to UL-TDOA), the model input for training and inference could also re-use the legacy reference time, which is the legacy UL RTOA reference time. It is applicable for both sample and path based measurements

Proposal 2a-3: For gNB side model (case 3a) to support DL+UL positioning method (similar to M-RTT), then for UL part for both the training and inference, the model input and model output may also re-use the legacy reference time, which is TRP transmit timing of downlink subframe that is closest in time to the subframe received from the UE. It is applicable for both sample and path based measurements

Proposal 2a-4: For gNB side model (case 3a) to support UL positioning method (similar to UL-TDOA), for both the training and inference, the model input and model output may also re-use the legacy UL RTOA reference time. It is applicable for both sample and path based measurements
Downlink
Proposal 2b-1: For case 1 and 2a, support to specify the model input format
Proposal 2b-2: For case 1 and 2a, it could be up to UE capability to support using the specified format or not
Proposal 2b-3: For LMF side model (case 2b) to support DL+UL positioning method (similar to M-RTT), then for DL part, the model input for training and inference could re-use the legacy reference time, which is UE transmit timing of uplink subframe that is closest in time to the subframe received from the TP. It is applicable for both sample and path based measurements
Proposal 2b-4: For LMF side model (case 2b) to support DL positioning method (similar to DL-TDOA), the model input for training and inference could also re-use the legacy reference time, which is the first path delay of signal from the reference TRP. It is applicable for both sample and path based measurements
Proposal 2b-5: For UE side model (case 2a) to support DL+UL positioning method (similar to M-RTT), then for DL part for both the training and inference, the model input and model output may also re-use the legacy reference time, which is UE transmit timing of uplink subframe that is closest in time to the subframe received from the TP. It is applicable for both sample and path based measurements
Proposal 2b-6: For UE side model (case 2a) to support DL positioning method (similar to DL-TDOA), for both the training and inference, the model input and model output may also re-use the legacy reference time, which is the first path delay of signal from the reference TRP. It is applicable for both sample and path based measurements
Proposal 2b-7: For UE side model (case 1) to support UE based with direct AI positioning method, the model input for training and inference could also re-use the legacy reference time, which is the first path delay of signal from the reference TRP. It is applicable for both sample and path based measurements


	· Xiaomi (R1-2402650)
Proposal 11: Reuse the existing reference time definition for the reference time of model input in Case 3b

	· ZTE, Pengcheng laboratory (R1-2402264)
Proposal 8: For case 3b, reuse the reference time of current UL RTOA and/or gNB Rx-Tx time difference, the following options can be considered:
· Option 1: The reference time is T_0+t_SRS, as defined in TS 38.215, clause 5.2.2.
· Option 2: The reference time is TgNB-TX, as defined in TS 38.215, clause 5.2.3.
Proposal 9: For case 2b, reuse the reference time of current DL RSTD and/or UE Rx-Tx time difference, the following options can be considered:
· Option 1: The reference time is TSubframeRxi, as defined in TS 38.215, clause 5.1.29.
· Option 2: The reference time is TUE-TX, as defined in TS 38.215, clause 5.1.30.

	· Interdigital (R1-2402913)
Proposal 18: For direct AI/ML based positioning, for case 3b, no enhancements are needed for UL measurements (UL-RTOA, SRS-RSRP and SRS-RSRPP) reported from the gNB to LMF
Proposal 19: For direct AI/ML based positioning, for case 1, adopt RSRP, RSRPP and DL-RSTD measurement as input for an AIML model for direct AIML positioning
Observation 7: For case 3b, UL-RTOA is defined with respect to a reference time which indicates relative time with respect to 00:00:00 on 1 January 1900
Proposal 20: For Case 3b, there is no specification impact for defining the reference time for the timing information reported from the gNB to the LMF


	· Fujistsu R1-2402787
Proposal 2 Study at least the feasibility and benefits of the following options to report timing information for sample-based measurements.
	Option 1 Timing information reporting based on reference time.
	Option 2 Timing information reporting based on reporting window.
Proposal 3 For sample-based measurement, the start of sample-window to be reported is suggested to be studied and defined instead of reference time.
Proposal 4 Study the following aspects of defining the length of the sample-window:
· Configuration-based values.
· Candidate value is up to the applied scenarios.
· The length of the sample-window for each PRS is the same in one reporting.


	· Samsung R1-2402492
Proposal 3: in addition to the entity where the model is deployed, the network can decide or /assist to decide the model used at UE side, the LMF can decide and LMF/UE can assist to decide the model used at TRP side, the TRP/UE can assist to decide the model used at LMF side.
Proposal 4: RAN1 supports the indication of determined model from one entity to another entity
Proposal 5: RAN1 supports the indication of measurement related threshold/report/feedback and model applicable condition to assist the model determination from one entity to another entity
Proposal 6:  For paired timing information and power information, following two types are considered:
(b-1): separate timing and power values with jointly reporting
(b-2): joint time and power value and reporting

	· Ericsson (R1-2401984)
Proposal 11	For direct AI/ML positioning Case 3b, for gNB channel measurements reported to LMF,  the timing information of DP and PDP is represented relative to the UL RTOA reference time.  


1st round discussion
Based on the proposals submitted by companies, 13 sources support reusing UL RTOA reference time as the reference time for the model input measurement report at least for Case 3b. (please update/correct if your view is not captured correctly)
· 13 sources: Huawei/HiSilicon (R1-2402024), CEWIT (R1-2403052),  TCL (R1-2403035), Apple (R1-2402870), Qualcomm (R1-2403183), Lenovo (R1-2402919), Xiaomi (R1-2402650), MediaTek (R1-2402799) (if UL positioning method), Interdigital (R1-2402913), CATT, CICTCI (R1-2402367), Ericsson (R1-2401984) 

While other options were also proposed for Case 3b, none of them have extensive support according to the contributions. Thus, the following is proposed.

Proposal 2.2.2-1
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 

	[bookmark: _Hlk103708880]
	Company

	Support
	Apple, InterDigital, Xiaomi, Lenovo, LG, CATT/CICTCI, Intel (support suggestion from MTK to limit it to RTOA type reporting), Fujitsu, HwHiSi, DCM, NEC, TCL, Qualcomm

	Not support
	mtk



	Company
	Comments

	ZTE
	For case 3b, if we suppose that LMF will not combine case 3b and 2b, the UL RTOA reference time can be used. Otherwise, ‘At least’ should be captured in the proposal.

	mtk
	For case 3b, we consider to follow the legacy way to consider UL method only and UL part for DL+UL method.
We can consider the current proposal when it is only for UL method only



Tuesday morning offline
In Monday online session, the following agreement was made:
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 
FFS: whether it is applicable when Case 3b is used to support multi-RTT 



There is some confusion on whether Case 3b can be used to support multi-RTT. FL understanding is that Case 2a and Case 3a can be used together to support multi-RTT, but Case 2b and Case 3b cannot.

Proposal 2.2.2-2
Regarding using AI/ML based positioning to support multi-RTT,
· Case 2a and Case 3a can be used individually or used together to support multi-RTT
· Case 2b and Case 3b cannot be used individually or used together to support multi-RTT

Power measurement for model input
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Interdigital (R1-2402913)

Proposal 18: For direct AI/ML based positioning, for case 3b, no enhancements are needed for UL measurements (UL-RTOA, SRS-RSRP and SRS-RSRPP) reported from the gNB to LMF
Proposal 19: For direct AI/ML based positioning, for case 1, adopt RSRP, RSRPP and DL-RSTD measurement as input for an AIML model for direct AIML positioning


	· CMCC (R1-2402554)
Proposal 2: For path-based measurement reporting, current DL PRS-RSRPP and UL-SRS-RSRPP can be used as a starting point.

	· Intel (R1-2402145)
Proposal 14: 
· For path-based measurements, re-use the existing definitions of DL PRS-RSRPP and UL SRS-RSRPP to represent power information of CIR/PDP/DP paths as AI/ML model input. 
· For sample-based measurements, re-use the existing definitions of DL PRS-RSRPP and UL SRS-RSRPP to represent power information for sample-based CIR/PDP/DP taps/samples as AI/ML model input.
· FFS: Further adaptations to the existing definitions.

	· TCL  (R1-2403035)
Proposal 11: Regarding the sample-based measurement, the power and the phase can be either represented by several bytes or indexed through specific measurement report mapping tables.
 

	· MediaTek (R1-2402799)
Proposal 5-1: The corresponding RSRP with respect to the reported PDP are not be lower than the corresponding RSRP of the measured PDP in any of the individual receiver branches
Proposal 5-2: The sample’s power of all the samples in the reported PDP are provided by the same receiver branch(es)
Proposal 5-3: The receiver branch(es) used for combination are under the same RX TEG
Proposal 7-7: If the channel response measurement is agreed to support for reporting, the relative power among samples could be considered by setting power to 1 for the maximum sample. A scaling value for absolute power could be optionally reported

	· Fujitsu (R1-2402787)
Proposal 5 Re-use the format of DL/UL RSRPP for the sample-based power information reporting of case 3b/2b model input.

	· Ericsson (R1-2401984)
Proposal 4	For the model input types for Case 3b (1st priority) and Case 2b (2nd priority), consider input based on DP or PDP samples containing sample powers summed over all receive antenna ports, i.e., total-power PDP.



Phase measurement for model input
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· vivo (R1-2402231)
Proposal 6:	In addition to delay and power, at least first-path phase reporting should be supported for AI/ML based positioning.

	· Sharp (R1-2403300)
Proposal 1: For AI/ML-assisted positioning (case 2a and case 3a), CIR is supported for model input.

	· Intel (R1-2402145)
Proposal 15: 
· If phase information as model input is supported, consider extending the existing definitions of DL RSCP and UL RSCP to represent phase information for CIR as AI/ML model input to include phase information for the additional detected paths for path-based measurement or additional samples for sample-based measurement of the CIR as model input.
· FFS: Further adaptations to the existing definitions.

	· Qualcomm (R1-2403183)
Proposal 9: For Case2b/3b, no support for reporting phase information (e.g., CIR) for model input running at LMF side.

	· Nokia (R1-2402997) 
[bookmark: _Toc163171425][bookmark: _Toc163171630][bookmark: _Toc163195763][bookmark: _Toc163171709][bookmark: _Toc163201125][bookmark: _Toc163195960][bookmark: _Toc163200136][bookmark: _Toc163200443][bookmark: _Toc163201264][bookmark: _Toc163201428][bookmark: _Toc163201510][bookmark: _Toc163200671][bookmark: _Toc163222480]Proposal 5: CIR is not supported for model input when the model running at the LMF-side or UE-side cases.


	· Apple (R1-2402870)
Proposal 4: On the use of CIR model input for AI/ML positioning:
· The relative performance of CIR and PDP depends on the complexity of the AI/ML model. 
· As complexity increases, CIR shows better performance than PDP.
· For a given set of input parameters, CIR has higher overhead than PDP.
· With phase mismatch between the transmitter and receiver, the accuracy of AI/ML based positioning degrades.
· This can be mitigated by training the model with data that suffers a similar mismatch. 
· FFS: RAN1 to investigate generalization methods for CIR model input. 
Proposal 5: On other aspects, limit the overhead, a model may be able to support mixed input with CIR input for the TRPs closest and PDP/DP for TRPs further away. 
Proposal 6: RAN1 to support using phase information (in addition to timing information and power information) for determining model input (i.e. support CIR based model input).

	· NVIDIA (R1-2402847)
Proposal 1: Support reporting phase information in time domain channel measurements for AI/ML based positioning.

	· CMCC (R1-2402554)
Proposal 4: For AI/ML based positioning, more discussion is needed for the comparison between CIR and PDP as model inputs.

	· NTT DOCOMO (R1-2403233)
Proposal 6: For direct AI/ML positioning at LMF side (case 2b and 3b), the paired timing information,  power information, and phase information of time domain channel measurements are supported for UE reporting to LMF.

	· Sony (R1-2402958)
Proposal 1: Support radio channel characteristics reporting in a form of channel impulse response (CIR) for AI/ML positioning.
Proposal 2: Support configurable CIR measurement report (e.g., report size, measurement window size) in an effort to reduce the signalling overhead.

	· ETRI (R1-2403012)
When considering measurement, as shown in the Rel-18 SI, using CIR as a model input yields only a marginal improvement in accuracy compared to using PDP. On the other hand, the model complexity, the computational demands and the amount of measurement transfer increase significantly. Therefore, we prefer to use PDP, i.e., magnitude and timing information, while excluding phase information.


	· Fujitsu (R1-2402787)
Proposal 6 Deprioritize the study on taking channel phase information as AI/ML positioning model input.

	· Fraunhofer (R1-2402039)
Proposal 15:	Enable the phase information as input to the AI/ML model.
Proposal 16: 	Support truncated CIR reporting, wherein the report may include
· (Short) vector of complex samples 
· Time stamp of the first sample of the vector
· Applied sampling frequency
·  Estimated delay of the first path or N-paths relative to the time stamp of the first sample (this may allow to convert the report directly into a RSTD report). 
Proposal 17: 	Support segmented CIR reporting, wherein for each segment the following data are reported
· Offset of the segment relative to the first segment 
· Number of samples used for the segment 
· Vector including I/Q values (or magnitude and phase) of the CIR within the segment 
Proposal 18: 	Consider multiple reporting configurations that emphasize CIR/PDP information depending on the varied applications, channel conditions or requirements.

	· ZTE, Pengcheng laboratory (R1-2402264)

Observation 2: Compared with PDP, CIR may provide better positioning performance when the signalling overheads of CIR and PDP are the same.
Proposal 4: In AI/ML based positioning, support using phase information for determining model input.
Proposal 7: At least for data collection with LMF-side model, support UE/TRP to report more detailed channel measurements, e.g., CIR.

	· MediaTek (R1-2402799)
Proposal 7-4: Deprioritize to report the phase of the selected samples in the channel response measurement

	· OPPO (R1-2402317)
Proposal 2: For R19 AI-based positioning, NOT support the reporting based on phase information (in additional to timing information and power information).

	· Huawei, HiSilicon (R1-2402024)
Proposal 5: For Case 3b/2b, reuse the legacy reporting of timing and power information from gNB to LMF.
•	The use of phase information for the measurement reporting would need further justification.

	· Xiaomi (R1-2402650)
Proposal 2: The support of CIR  should be deprioritized

	· Interdigital R1-2402913
Proposal 23: Do not introduce CIR in Release 19

	· Ericsson (R1-2401984)
Proposal 6	Do not support phase information for determining model input, including CIR and single phase value for first path.


1st round discussion
Based on the proposals and the evaluation results submitted, companies expressed their views on reporting phase information for determining model input.
Regarding reporting phase information to enable CIR, or reporting the first-path phase, the following views are collected from contributions (please update/correct if your view is not captured correctly in the table).

	Support reporting CIR?

	Yes (10)
	Sharp, DOCOMO, Apple, Sony, Fraunhofer, ZTE/Pengcheng laboratory, vivo, NVIDIA, Lenovo

	No (11)
	QC, Nokia, ETRI, Fujitsu, MediaTek, OPPO, Huawei/HiSilicon, Xiaomi, Interdigital, Ericsson



	Support reporting first path phase or first sample phase?

	Yes (2)
	vivo (at least first-path phase), Apple

	No (7)
	QC, Fujitsu, MediaTek, Huawei, HiSilicon, OPPO, Ericsson, Intel



Based on the views above, the following are proposed.
Proposal 2.4.2-1
For Rel-19 AI/ML based positioning for all use cases, in terms of using phase information (in addition to timing information and power information) for determining model input, do not support using one phase value for the first path or first sample only.

	
	Company

	Support
	Fuitsu

	Not support
	ZTE, vivo



	Company
	Comments

	InterDigital
	Reporting phase information for the first path is already supported in R18.

	Lenovo
	We think that phase information may be of benefit , not sure why the proposal is restricted to the first-first sample only

	vivo
	1. First of all, we would like to clarify our views. We supporting phase information as part of model input. We added our name to the fist table. We have not update the counting number yet. Appreciate if moderator can update/fix (also considering our 2nd comment).
2. In moderator’s summary, NVIDIA (R1-2402847) proposed “Support reporting phase information in time domain channel measurements for AI/ML based positioning.” But NVIDIA is not counted in the first table. Could moderator fix that?
3. Question to moderator, in last meeting’s discussion/agreement, we are investigating “whether to report phase information”. Given no clear definition of CIR (at least to us, CIR != phase), we think the first tables summarizing companies’ view is confusing. It should be “whether to support phase information report” instead of “support of CIR”.
4. Several companies mentioned “deprioritize” phase information reporting for consideration of specification efforts. Moderator captured them as “Do NOT support CIR”. We’d like to get clarification from those companies if their view is indeed “do not support phase information report” regardless condition (e.g., even if minimal specification effort).
5. This is the 2nd meeting of WI, we don’t think we need to close the door and decide not to support phase information reporting given carrier phase is already in Rel-18 positioning. Rather, we think we still have time to discuss and to address real concerns from companies.

	DCM
	Legacy RSCP measurement for the first path should be applied as baseline if phase information can be considered as model inference input.  

	NEC
	As evaluation previously, input the data with phase information indeed generate positioning gain, although additional overhead is brough. Of course, if it is majority companies’ stand that it is unnecessary to support phase for determining model input, we can also compromise to it. 



Conclusion 2.4.2-2
For Rel-19 AI/ML based positioning for all use cases, there is no consensus in RAN1 to support CIR for determining model input. 

Tuesday morning offline
Conclusion 2.4.2-2A
For Rel-19 AI/ML based positioning for all use cases, for determining model input, there is no consensus in RAN1 to support reporting phase information as a component of the triplet {timing information, power information, phase information} for CIR. 

Conclusion 2.4.2-2B
For AI/ML based positioning for all use cases, there is no consensus in RAN1 to use phase information (in addition to timing information and power information) for determining model input.

	
	Company

	Support
	

	Not support
	Apple, Lenovo, ZTE, vivo, DCM



	Company
	Comments

	ZTE
	some companies just said whether CIR can be supported requires further discussion or should be deprioritized instead of not support CIR. 
From another perspective, some companies have concern on the signal overhead of CIR. Our preference is discuss CIR case by case, as the signal overhead between TRP/gNB and LMF should not be a big problem, compared with the signaling between UE and LMF.

	vivo
	See our comment in above to Proposal 2.4.2-1

	HW/HiSi
	e support this conclusion in principle. But also here, isn’t the important thing the measurement report, that there is no consensus that phase information for the additional paths is reported?

	NEC
	Need more discussion on proposal 2.4.2-1.

	
	



Other information as model input 
Companies’ views 
In the following, selected inputs from companies’ contributions are provided. 

	· Apple (R1-2402870)
Proposal 12: Enhance current measurement input reports to LMF for cases 2b and 3b to support feedback of the CIR, PDP, and DP.
· Examples include adding support to signal more elements and support for phase information. 
Proposal 13: Case Specific Model Inference Summary
Table 6: Case Specific Model Inference
	
	Inference Location
	New Measurement Input
	Model Output Report
	Assistance Signaling

	Case 1
	At UE
	
	
	RS configuration to UE

	Case 2a
	At UE
	
	Report TOA, angle/phase to LMF, LOS/NLOS indicator, Time stamp, AI/ML indicator
	RS configuration to UE

	Case 2b
	At LMF
	Report CIR/PDP/DP to LMF
	
	Measurement required to UE

	Case 3a
	At gNB
	
	Report TOA, angle/phase to LMF, LOS/NLOS indicator, , Time stamp, AI/ML indicator
	RS configuration to TRP

	Case 3b
	At LMF
	Report CIR/PDP/DP to LMF
	
	Measurement required to TRP




	· Lenovo (R1-2402919)

Proposal 5: RAN1 to support the following additional model input types for UL-based Direct AI/ML positioning measurements for case 3b based on SRS for positioning:
· Support channel observation measurements in the form of UL CIR measurements 
· Support the inclusion of additional channel profiles such as UL-based power-angle/phase profile (paired power and phase information) and/or angle-delay domain (paired angle/phase and timing information).
· NOTE: Above measurements may be considered in conjunction with overhead reduction techniques.

	· Google (R1-2402277)
Proposal 4: Support to report L1-SINR for a set of configured PRSs to facilitate the NW-side model based positioning in addition to the timing and power information.



Measurement size for model input associated with one TRP
The measurement size model input affects the signaling overhead for at least direct AI/ML positioning Cases 2b/3b. 
Several parameters may affect the measurement size. For example, for sample-based model input, the parameters include: time domain window size Nt, number of samples Nt'. For path-based model input, the parameters include: number of paths to report Np.
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Huawei, HiSilicon  R1-2402024
Proposal 3: For Case 2b/3b, support enhancing the legacy reporting by increasing the number of reported delay and power samples from the UE/gNB to LMF.


	· Qualcomm R1-2403183
Proposal 11: For Case2b/3b, based on observations from Rel-18 Study Item, the increase of reporting size is not justified and no need to enhance reporting size (i.e., number of paths/samples N’t) beyond what is supported in existing specifications.    


	· TCL  R1-2403035
Proposal 8: Regarding the sample-based measurement, LMF configures the measurement type, the number of samples and the granularity of samples.
Proposal 9: Regarding the path-based measurement, LMF configures the measurement type, the number of paths and the timing reporting granularity factor.
Proposal 10: The sampling rule should be clarified, e.g., the time interval between adjacent samples is derived based on the bandwidth of PRS or SRS.
Proposal 14: The number of reported additional paths with the path information including timing, power and phase should be extended.

	· ETRI  R1-2403012
Proposal 3: For Case 3b, a new data structure should be defined in the NRPPa protocol to report sample-based channel responses measured by the gNB to the LMF.
Proposal 4: For Case 2b, a new data structure should be defined in the LPP protocol to send sample-based channel responses measured by the UE to the LMF. .
Proposal 5: The effect of channel magnitude quantization on position accuracy and report size should be investigated.

	· Lenovo (R1-2402919)
Proposal 7: RAN1 to support techniques for reduced DL-PRS/SRS-based measurement overhead for Direct AI/ML positioning from a parameter perspective, e.g., Windowing, first N samples, power thresholding or from a network perspective, e.g., reduction in the number of TPs, reduction in ground truth locations to be measured or based on measurement quality metrics.

	· NEC (R1-2402764)
Proposal 9:	Support to setting the validity period of measurements to correspond with an instance of model input to overcome the measurement overhead of in Rel-19.

	· Xiaomi (R1-2402650)
Proposal 3: If there is need for the model input specification, down select the following options for the time domain samples selection by comparing the positioning accuracy performance and the signaling overhead 
· Option 1: Select Nt consecutive time domain samples as model input 
· Option 2: Select N't time domain samples with the strongest power as model input 
Proposal 4: If there is need for the model input specification, specify multiple values of Nt or N't, for configuration. 


	· Sony R1-2402958
Proposal 2: Support configurable CIR measurement report (e.g., report size, measurement window size) in an effort to reduce the signalling overhead.

	· Apple R1-2402870
Proposal 5: On other aspects, limit the overhead, a model may be able to support mixed input with CIR input for the TRPs closest and PDP/DP for TRPs further away. 
Proposal 12: Enhance current measurement input reports to LMF for cases 2b and 3b to support feedback of the CIR, PDP, and DP.


Assistance information related to model input
Companies’ views 
In the following, selected inputs from companies’ contributions are provided. 

	· Huawei, HiSilicon  R1-2402024
Proposal 7: For data collection, no enhancement of the legacy configuration of PRS and SRS is needed. 
Proposal 16: LMF can select PRS resources of each TRP and indicate the AI-specific resources to UE for measurements.

	· Interdigital R1-2402913
Proposal 20: For Case 3b, there is no specification impact for defining the reference time for the timing information reported from the gNB to the LMF
Proposal 21: For Case 1, include a timestamp in the measurement forwarded by the LMF in absolute time to indicate when the measurement was made

	· CMCC R1-2402554
Proposal 5: For AI/ML based positioning, additional configurations or limitations can be supported to improve the efficiency of the measurement data reporting for positioning. 





Model output for assisted AI/ML positioning
This section discusses model output for assisted AI/ML positioning and potential measurement enhancements.
LOS/NLOS indicator for model output 
Companies’ views 
In the following, selected inputs from companies’ contributions are provided. 
	· Huawei, HiSilicon  R1-2402024
Observation 7: For Case 3a/2a, there is no need to indicate whether the LOS/NLOS indicator has been generated as in legacy or it is a predicted result. The reported soft indicator as supported in legacy can be re-used instead.

	· Sharp (R1-2403300)
Proposal 4: For Rel-19 AI/ML based positioning, RAN1 supports one or more of following cases regarding LOS/NLOS indicator and timing information to be reported:
Case 1: LOS/NLOS indicator derived by AI/ML and timing information derived by legacy measurement are reported
Case 2a: Only timing information derived by AI/ML is reported
Case 2b: Timing information derived by AI/ML and optionally associated LOS/NLOS indicator are reported

	· Apple (R1-2402870)
Proposal 11: For AI/ML assisted positioning (i.e., Case 2a and 3a), when LOS/NLOS indicator is reported, the existing IE in 37.355 (LPP for Case 2a) and 38.455 (NRPPa for Case 3a) can be re-used from RAN1 perspective. 

	· MediaTek (R1-2402799)
Proposal 6-1: When AI/ML method is applied, this LOS/NLOS indicator field, when reporting together with timing, may be interpreted as the likelihood to be close to the LOS delay based on AI correction, which reflects the confidence level for the model on the input channel response. As such, there is no need to create new field

	· Fujitsu (R1-2402787)
Proposal 7 Re-use the format of LOS/NLOS indicator to support AI/ML model output reporting for case 3a/2a.




Timing information for model output 
Companies’ views 
In the following, selected inputs from companies’ contributions are provided. 

	· Qualcomm (R1-2403183)
Proposal 10: For Case3b, reuse the reference time(s) considered in existing measurement UL-RTOA to indicate timing information in Case3b reporting.

	· CEWIT (R1-2403052)
Proposal 5: UE Rx-Tx time difference is preferred to report timing information for Case 2a.

	· Fujitsu (R1-2402787)
Proposal 8 For single model output of case 3a/2a, the reporting of the timing information given in above agreements can re-use legacy formats.
Proposal 9 Considering potential challenges and imperfections during training and monitoring phase of AI/ML positioning, a more inclusive framework for different types of model output would be desirable (e.g., multiple model output of timing information).
Proposal 10 Regarding model output of case 2a and case 3a, timing information with the following enhancement is suggested to be studied:
· LMF configure performance criteria to check the reliability/availability of the model output (e.g., virtual LOS related timing information output).


	· Sharp (R1-2403300)
Proposal 4: For Rel-19 AI/ML based positioning, RAN1 supports one or more of following cases regarding LOS/NLOS indicator and timing information to be reported:
Case 1: LOS/NLOS indicator derived by AI/ML and timing information derived by legacy measurement are reported
Case 2a: Only timing information derived by AI/ML is reported
Case 2b: Timing information derived by AI/ML and optionally associated LOS/NLOS indicator are reported


	· Interdigital  (R1-2402913)
Proposal 28: For AIML assisted positioning, support an indication in the measurement report to indicate the reported timing measurement is inferred.

	· Mediatek R1-2402799 
Proposal 7-14: For case 2a, support DL-RSTD and NLOS/LOS indication as the model output


	· Ericsson (R1-2401984)
Proposal 23	Provide a mechanism to indicate that the timing information provided by AI/ML assisted model is to be treated like that of LoS link (i.e., virtual LoS path) regardless of the LOS/NLOS indication.
[bookmark: _Toc163236010]Proposal 27	For AI/ML assisted positioning at gNB (Case 3a), the model output is uplink relative time of arrival (TUL-RTOA).
[bookmark: _Toc163236011]Proposal 28	For AI/ML assisted positioning at gNB (Case 3a), postprocessing is applied to generate gNB RxTxTimeDiff for measurement reporting of multi-RTT method.
[bookmark: _Toc163236012]Proposal 29	For AI/ML assisted positioning at UE (Case 2a), the model output is downlink relative time of arrival (TDL-RTOA), which is defined relative to DL RTOA Reference Time.
[bookmark: _Toc163236013]Proposal 30	For AI/ML assisted positioning at UE (Case 2a), postprocessing is applied to generate DL RSTD (for DL-TDOA method) and UE RxTxTimeDiff (for multi-RTT method) for measurement reporting.





1st round discussion
Based on the proposals and the evaluation results submitted, the following is proposed, which is slightly updated from Interdigital proposal.

Proposal 3.2.2-1
For reporting model output of AI/ML assisted positioning (Case 3a/2a), support an indication in the measurement report to indicate that the reported timing measurement is generated by an AI/ML model, if the model output includes timing information. 

	
	Company

	Support
	Apple

	Not support
	



	Company
	Comments

	InterDigital
	To be consistent “timing measurement” should be “timing information”

	Xiaomi
	We think this proposal is related to the issue of model/functionality activation. It seems that the proposal assumes the LMF doesn’t know whether the AI-based positioning is activated or not during the LCM procedure. But on the other hand,  if the LCM is controlled by the LMF or LMF knows the situation of model/functionality activation, then it is natural for the LMF to know the output is generated by AI/ML or not. No explicit indication is needed. 

So our suggestion is to postpone the discussion on this issue until the LCM procedure for Case 3a/2a is clear. 



	Nokia
	Our suggestion is to wait the new outcomes on the Functionality framework before to make any decision on it.

	ZTE
	We are wondering whether this kind of indicator is useful. How does the LMF utilize the indicator when the LMF get the indicator.

	LG
	Similar view with Xiaomi

	CATT, CICTCI
	We think this is a natural side effect once AI/ML positioning functionality is activated. Similar to xiaomi and other companies.
No need for duplicated indication.

	Intel
	As commented by Xiaomi and others, it may be premature to agree on this indicator right now. 

	Fujitsu
	Similar view as that of Xiaomi and others.

	Hw/HiSi
	The timing information can be reported together with the quality information. If the quality is set to a very high value, the LMF has the information it needs to use the reported timing info.

	DCM
	The necessity of this indication should be clarified. Agree with Xiaomi that model/functionality identification and model/functionality based LCM should be first clarified. 

	NEC
	Share the view with Xiaomi.

	Qualcomm
	We are ok with the general direction of the proposal but have two comments:
-First, the necessity of the indicator depends on whether measurements are part of existing reporting procedures or new reporting ones. We need to include the two options as we have not yet agreed on reporting procedures. If measurements are reported using an existing reporting procedure, then an AIML indicator is needed. For new reporting procedure, it can be implicitly or explicitly indicated.

-Second, this also should include case when model output is LOS info.




Other information related to reporting model output
Companies’ views 
In the following, selected inputs from companies’ contributions are provided. 

	· Qualcomm  (R1-2403183)
Proposal 12: For Case3a/2a, support enhancements to reporting of earliest path LOS and timing info measurements in which UE/gNB reports multiple-hypotheses soft info of LOS indicator and timing information. Existing additional path reporting (up to 8 paths) could be repurposed to support the multiple-hypothesis LOS reporting.


	· InterDigital (R1-2402913)
Proposal 28: For AIML assisted positioning, support an indication in the measurement report to indicate the reported timing measurement is inferred.

	· Nokia, R1-2402997 
Proposal 7: In Case 3a, gNB reports its inference output per TRP as in legacy approach.
Proposal 8: No specification impact is expected for inference output of LMF-side models (Case 3b and Case 2b).


	· vivo (R1-2402231)
Proposal 7:	For AI/ML assisted positioning Case 2a and Case 3a, distance ranging between UE and TRP are supported for reporting.
 Proposal 8:	The legacy measurement RSTD and LOS/NLOS indicator can be reused as intermediate measurements of AI/ML assisted positioning without specification impacts. An additional indication is needed to indicate that the report measurement comes from AI/ML models.


	· Apple (R1-2402870)
Proposal 10: For AI/ML assisted positioning cases 2a and 3a, the following outputs may also be signaled:
· “Made with AI” indicator
· Time stamp

	· Samsung (R1-2402492)
[bookmark: _Hlk158121574]Proposal 13: in attached to the model output, the time stamp and quality information is supported.
[bookmark: _Hlk158121565]Proposal 14: RAN1 supports TRP to signal the model output to LMF in case 3a. 

	· Huawei (R1-2402024)
Proposal 6: For Case 3a/2a, support the indication of the predicted timing information obtained with the AI/ML model by reusing the timing quality indicator to distinguish from the measured timing information.

	· Mediatek R1-2402799
Proposal 7-8: The UE based positioning with direct AI method supports downlink-only transmission
Proposal 7-9: Support UE to request TRP coordinate under UE based positioning with direct AI/ML method if NW is not provided. In this way, the UE may perform the model monitoring, and calibrate the results between the legacy and the direct AI methods

Proposal 7-10: Support local coordinate, which are “Local 2D point with uncertainty ellipse” and “Local 3D point with uncertainty ellipsoid”, for location information reporting within UE based positioning with AI/ML method
Proposal 7-11: The location source is to indicate using which positioning method for location estimate by UE to the LMF. The direct AI/ML method leverages the finger-printing concept and therefore we propose to add “dl-aiml-fp-r18”.
Proposal 7-12: Support UE to request the NW to provide the training data with a requested range of the induced delays to deal with the generalization problem due to sync error, if joint training data collection between NW and UE is permitted
Proposal 7-13: Provide RTD-info to UE when UE is under UE based mode with AI/ML method

	· CMCC (R1-2402554)
Proposal 7: For AI/ML based positioning, whether the reported measurement is AI based could have an indication.

	· Fujitsu (R1-2402787)
Observation 4 It may not be necessary to deliberately use indicators to distinguish legacy and AI/ML output, since AI/ML output can be known by NW from functionality/model identification.

	· ZTE, Pengcheng laboratory (R1-2402264)
Proposal 12: For case 3a, the model output of AI/ML assisted positioning can be angle information.
· Other intermediate features in addition to the output listed in TR 38.843 are not precluded.

Proposal 13: For case 2a, support PRS-RSRPP value(s) at least for the first path as model output.

	· OPPO (R1-2402317)

Proposal 4: For UE-assisted/LMF based positioning with UE-side model (Case 2a) and NG-RAN node assisted positioning with gNB-side model (Case 3a)
· Introduce new information in the reporting to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., NR-TimingQuality) or new field/IE to reflect the quality/confidence/probability of reported results based on AI model output 
Proposal 12: For UE-assisted/LMF based positioning with UE-side model (Case 2a),
· Some indication (e.g., in form of configuration ID or model ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· No need to specify the format/contents of AI model inputs since they are up to UE implementation and transparent from the perspective of air interface
· UE can report the measurement results via existing LPP signaling
· The existing measurement types are reused
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., NR-TimingQuality) or introduce a new field/IE to reflect the quality/confidence/probability of reported measurement results that are based on AI model output

Proposal 14: For the model inference for NG-RAN node assisted positioning with gNB-side model (Case 3a),
· No need to specify the format/contents of AI model inputs since they are up to gNB/TRP implementation and transparent from the perspective of air interface
· gNB can report the measurement results that are based on AI model output via existing NRPPa signaling
· The existing measurement types are reused
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., Measurement Quality) or introduce a new field/IE to reflect the quality/confidence/probability of reported measurement results that are based on AI model output


	· Intel (R1-2402145)

Proposal 16: 
· For AI/ML-assisted positioning (Cases 2a and 3a), consider support of reporting of the following information from UE and gNB to LMF respectively:
· UE to LMF (Case 2a): RSRP/RSRPP for first and additional paths along with associated path timings. 
· gNB to LMF (Case 3a): AoA and RSRP/RSRPP for first and additional paths along with associated path timings. 

	· CATT R1-2402367
Proposal 9: For case 1 and case 2a, at least when UE-side model is trained by UE-side, UE generates the measurement for AI/ML model inference based on the PRS transmission. The input type or format is up to UE implementation.
Proposal 10: For case 3a, at least when gNB-side model is trained by gNB/NW-side, gNB/TRP generates the measurement for AI/ML model inference based on the SRS-pos transmission. The input type or format is up to gNB/TRP implementation.

	· Ericsson (R1-2401984)

Proposal 31	For AI/ML assisted positioning at gNB (Case 3a) and UE (Case 2a), measurement IEs for "additional path" are removed.
Proposal 32	For AI/ML assisted positioning at gNB (Case 3a) and UE (Case 2a), the measurement report includes time measurement only for the "first path", which is the virtual LOS path between transmitter and receiver. 
Proposal 33	For AI/ML assisted positioning at gNB (Case 3a) and UE (Case 2a), power is optionally reported using UL SRS RSRP (Case 3a) or DL-PRS RSRP (Case 2a). Measurement IEs for per-path power are removed.



Training data collection
This section discusses issues for the LCM stage of model training.
Training data generation entity
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
 
	· Huawei, HiSilicon  R1-2402024
Proposal 8: For Case 1 label generation, prioritize the PRU, while the benefits and necessity to additionally consider UEs remain to be confirmed.   
Proposal 9: For Case 1 data collection for training UE-sided model, labels and measurements are generated at the PRU.
· Transfer of the labels and measurements to the OTT server is based on implementation.
· There is no need to specify the labels.
Proposal 10: For Case 3b data collection for LMF-sided model, start the discussion by assuming the network entity for the label generation for model training is LMF at RAN1.


	· Qualcomm (R1-2403183)
Proposal 2: For Rel-19 data collection in AI/ML positioning use case, as a starting point, support the identified generating entities of measurement and label as documented in TR 38.843 (Clause 7.1.4).
Proposal 7: In AI/ML positioning data collection, for Case1/2a, support UE/PRU to request from LMF PRS configuration and activation for data collection. As a starting point, study the following options for dedicated data collection PRS configuration and activation:
· Data collection PRS configuration/activation as part of existing procedure (e.g., on-demand PRS)
· Data collection PRS configuration/activation as part of new procedure. 


	· Nokia (R1-240997)

Proposal 27: In the absence of PRU, RAN1 to consider solutions for UEs (that are not PRUs or the target UE) to generate ground truth, if they satisfy certain criteria (e.g., selection of reliable UEs) defined by the network.
Proposal 28: For monitoring propose, LMF generate assistance data and provide to the UE. The assistance data contains synthetic ground truth and measurements (e.g., from simulations setup).
Proposal 29: In data collection for ground truth generation by the target UE for UE-side models, LMF may indicate UE preferred positioning method(s) (e.g., sensor-based, RAT-based, etc.) or necessary criteria (e.g., required confidence value) for an estimation to be used as ground truth.
Proposal 30: For data collection (UE-side models), LMF may provide target UE measurements collected from different PRUs along with a similarity context (e.g., threshold for a predetermined similarity score) to assist selecting a suitable PRU.
Proposal 31: For the data collection of Case 2b/3b (LMF-side), for inference input, depending on the channel observation, UE/gNB can determine/select the required reporting configuration to enable the reporting windowing scheme without compromising the DL/UL measurements content.  

	· CATT, CICTCI (R1-2402367)
Proposal 1: For case 1, the following options for training data collection containing channel measurement and UE’s location can be considered.
· Option 1: Both channel measurement and ground truth label (UE’s location) are generated by UE;
· Option 2: Channel measurement is generated by UE, and ground truth label (UE’s location) is provided by LMF;
· Option 3: Channel measurement is generated by PRU, and ground truth label (UE’s location) is provided by PRU/LMF.
Proposal 2: For case 2a, the following options for the training data collection containing channel measurement and ground truth label (in form of positioning related information/parameters) can be considered.
· Option 1: Both channel measurement and ground truth label are generated by UE;
· Option 2: Channel measurement is generated by UE and ground truth label is provided by LMF;
· Option 3: Channel measurement is generated by PRU, and ground truth label is provided by PRU/LMF.
Proposal 3: For case 3a, the following options for training data collection containing channel measurement and ground truth label (in form of positioning related information/parameters) can be considered.
· Option 1: Both channel measurement and ground truth label are generated by gNB/TRP;
· Option 2: Channel measurement is generated by gNB/TRP and ground truth label is provided by LMF.
Proposal 4: For case 3a, if LMF provides ground truth label (in form of positioning related information/parameters) to gNB/TRP and the following methods for ground truth labels collection are considered:
· Method 1: UE/PRU provides the location related information to LMF for determining the ground truth label;
· Method 2: Multiple gNBs/TRPs provide the SRS-pos measurements to LMF for estimating UE’s location coordinate and the UE’s location coordinate is used to determine the ground truth label.
Proposal 5: For case 2b, the following options for the training data collection containing channel measurement and location can be considered.
· Option 1: Channel measurement and location are both provided by UE/PRU.
· Option 2: Channel measurement is provided by UE/PRU and location is generated by LMF based on some measurement.
Proposal 6: For case 3b, the following options for the training data collection containing channel measurement and location can be considered.
· Option 1: Channel measurement is provided by gNB/TRP and location is provided by UE/PRU.
· Option 2: Channel measurement is provided by gNB/TRP and location is generated by LMF based on some measurement.

	· Lenovo (R1-2402919)
Proposal 12: Consider the specification of data request and data collection for the enhanced positioning accuracy use case by considering outcomes in the ongoing RAN2 study, and taking into account the following scenarios:
· Scenario 1 - LMF-side Model Training: Positioning training dataset transfer is performed using existing 3GPP-signaling, e.g., LPP/NRPPa signalling
· Scenario 2 - UE-side Model Training: Positioning training dataset transfer is performed without specification impact using non-3GPP technologies, e.g., proprietary signalling/OAM signalling. In this case training may be performed at the UE or on OTT/OAM side.
· Scenario 3 - gNB-side Model Training: Positioning training dataset transfer is performed without specification impact using non-3GPP technologies, e.g., proprietary signalling/OAM signalling. In this case training may be performed at the gNB or on OTT/OAM side.
Proposal 15: RAN1 to consider the following principles between training entity and training data construction/generation:
· Option 1: Training entity is the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 1, 2a, 3a
· Option 2: Training entity is not the same entity to generate the training (measurement) data, e.g., may be applicable to Cases 2b, 3b.
· Option 3: Both Option 1 and Option 2.
Proposal 19: Regarding Cases 2b and 3b, which involve LMF, SA2 and RAN2/RAN3 coordination may be required in relation to the network entity/entities, e.g., LMF/NWDAF, responsible for various LCM procedures including training, inference and performance monitoring.


	· Samsung (R1-2402492)

[bookmark: _Hlk158121624]Proposal 8: for data collection in training/finetuning, the data generation entity can be PRU/UE for case 1, TRP for case 3a, and TRP(input)/LMF(label) for case 3b;
Proposal 9: for data collection in inference, the data generation entity is UE for case 1 and TRP for case 3a/3b;
Observation 2: for data collection in monitoring, the data generation entity is dependent on the monitoring metric.
[bookmark: _Hlk158121615]Proposal 10: RAN1 supports the collected data signalled from PRU(other UE) to UE deployed with AI model.

	· OPPO (R1-2402317)
Proposal 9: For training data collection for R19 AI-based positioning, support the following entities to generating training data 
· For the training data corresponding to AI/ML model input
· For Case 1, 2a and 2b: PRU, UE
· For Case 3a and 3b: TRP/gNB 
· For the training data corresponding to the labels
· For Case 1 and 2a: PRU
· For Case 2b, 3a and 3b: LMF with known PRU location

Proposal 10: For AI-based positioning (including Case 1, Case 2a, Case 2b, Case 3a, Case 3b), Rel-19 is NOT to specify any mechanism to deliver the collected data from the entity that obtains the training data to the training entity when the training entity is not the same entity to obtain label and/or other training data.  

	· Interdigital R1-2402913
Proposal 2: Both PRU and UE can provide the ground truths and associated measurements to the LMF
Proposal 13: The LMF is the only entity that can generate a ground truth label quality indicator associated with location information
Proposal 14: The LMF can provide a generated ground truth label quality indicator associated with location information to the UE

	· Apple R1-2402870
Proposal 19: Rel-19 AI/ML based positioning, support the following for providing measurement data:
· For Case 1, 2a and 2b: PRU/UE
· For Case 3a and 3b: TRP

Proposal 20: Rel-19 AI/ML based positioning, support the following for providing label data:
· For Case 1 and 2a: PRU/UE
· For Case 2b, 3a, 3b: LMF with known PRU location
· 

	· Mediatek R1-2402799
 Proposal 3-1: For UE side model (case 1), besides using PRU, support LMF to provide label and UE to provide the measurement for training data
Proposal 3-2: For case 2b, besides using PRU, support LMF to provide label and UE to provide the measurement for training data
Proposal 3-3: For case 2a, besides using PRU, support LMF to provide label and UE to provide the measurement for training data. Since after proper position calculation by LMF, the timing info, LOS/NLOS indication could be further refined

Proposal 3-4: For case 3a, besides using PRU, support LMF to provide label and gNB to provide the measurement for training data. Since after proper position calculation by LMF, the timing info, LOS/NLOS indication could be further refined
Proposal 3-5: For case 3b, besides using PRU, support LMF to provide label and gNB to provide the measurement for training data 

	· Fujistsu R1-2402787
  Proposal 19 UE can also be used to provide measurement data and label data for model training of case 1 and case 2a.
Proposal 20 For case 3a model training, TRP can be used for providing label data. 

	· CMCC R1-2402554
Proposal 3: For AI/ML based positioning, it needs more discussion on the feasibility of obtaining the ground-truth label via PRUs, in which case the training dataset size is large. 
Proposal 6: For UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods, the reliability or the positioning accuracy should also be reported.


	· Samsung R1-2402492
Proposal 8: for data collection in training/finetuning, the data generation entity can be PRU/UE for case 1, TRP for case 3a, and TRP (input) / LMF (label) for case 3b;
Proposal 9: for data collection in inference, the data generation entity is UE for case 1 and TRP for case 3a/3b;
Proposal 10: RAN1 supports the collected data signalled from PRU (other UE) to UE deployed with AI model.
Proposal 11: RAN1 supports to specify data type and size, the data type includes the measurement results and processed measurement results.




1st round discussion
Based on the proposals and the evaluation results submitted, the following are proposed. It is noted that the proposals are also aligned with the agreements made in SI and captured in TR 38.843.

Proposal 4.1.2-1
For training data generation of AI/ML based positioning Case 1, the measurement related data (i.e., corresponding to model input) can be generated by:
· PRU
· Non-PRU UE

Tuesday morning offline
Proposal 4.1.2-1A
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) can be generated by PRU and/or Non-PRU UE, where the measurement is used to determine model input.

Conclusion:
· It is out of RAN1 scope to decide whether/how synthetic data and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.


	
	Company

	Support
	Apple, CATT/CICTCI,Fujitsu, NEC, TCL

	Not support
	



	Company
	Comments

	InterDigital
	We need more clarification. Do “measurement related data” correspond to timing information such as DP or PDP or measurements specified in the specification (e.g., RSTD, RSRP, RSRPP, etc)?

	Lenovo
	We could elaborate a bit more on the measurement-related data, e.g., type of measurements

	ZTE
	Our understanding is that the training data collection can be finished offline if model training is performed at OTT server or OAM, or out of 3GPP coverage. If that’s the case, RAN1 may not need discuss the details for model training (especially for UE and gNB side model).

	HW/HiSi
	Similar question as IDC, it should be clarified what is meant with measurement related data.



Proposal 4.1.2-2
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement related data (corresponding to model input) is generated by 
· TRP

Tuesday morning offline
Proposal 4.1.2-2A
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP, where the measurement is used to determine model input.

	
	Company

	Support
	Apple, CATT/CICTCI, DCM, TCL

	Not support
	



	Company
	Comments

	InterDigital
	We need more clarification. Do “measurement related data” correspond to timing information such as DP or PDP or measurements specified in the specification (e.g., RTOA, RSRP, RSRPP, etc)?

	Lenovo
	We could elaborate a bit more on the measurement-related data, e.g., type of measurements

	HW/HiSi
	Same comment as above for 4.1.2-1

	Qualcomm
	Would you please clarify why it is not gNB? Our understanding is that gNB is the entity who reports measurements to LMF or other training entity.  



Proposal 4.1.2-3
For training data generation of AI/ML based positioning Case 1, the label related data (corresponding to model output) can be generated by 
· PRU
· Non-PRU UE with estimated or known location 

	
	Company

	Support
	Apple, LG, TCL

	Not support
	Mtk, Intel, HW/HiSi



	Company
	Comments

	InterDigital
	What are examples of label related data, ground truth label, ground truth label quality indicator?

	Mtk
	1, For the non-pru UE with estimated location. Is it the case that UE is to obtain the location based on GNSS positioning? If so, we would like to say this is a corner case, since GNSS performance is good under open sky condition, and we don‘t think that cellular positioning even using AI could bring further benefit
2, We may consider the case that LMF to provide the estimation location to UE

	CATT, CICTCI
	We think LMF can provide label (position of UE) in this case.

	Intel
	Agree with the points from MTK. 
We do not think that, for Case 1, we should preclude the case wherein ground-truth labels are generated by the LMF based on reported data from a (non-PRU) UE? Thus, we suggest to add the following to the list.

For training data generation of AI/ML based positioning Case 1, the label related data (corresponding to model output) can be generated by 
· PRU
· Non-PRU UE with estimated or known location 
· LMF based on reported measurements from non-PRU Ues.


	HW/HiSi
	What is label related data?
If the position of the Non-PRU is known, then it should be a PRU. 
If the position is estimated, then i) not sure why AI would be used in the first place, and ii) this may disclose privacy information for one UE to another UE. This could maybe only be done if it is the same vendor in control of everything, so it should be transparent to 3GPP.
We still disagree that using additional UEs for label generation are beneficial or necessary, what was one of the conditions stated in the SI. But as compromise we can suggest the following update:
For training data generation of AI/ML based positioning Case 1, the label related data (corresponding to model output) can be generated by 
· PRU
· Non-PRU UE with estimated or known location 
Note: The signaling of the label to the training entity is implementation  





Proposal 4.1.2-4
For training data generation of AI/ML based positioning Case 3a and 3b, the label related data (corresponding to model output) can be generated by:
· PRU
· LMF with known PRU location
· Network entity (other than LMF) with known PRU location

	
	Company

	Support
	

	Not support
	Apple, Intel, HW/HiSi



	Company
	Comments

	Apple
	Not support based on third bullet. We would need clarification on the third bullet i.e. network entity (other than LMF) with known PRU location

	InterDigital
	We have the same question as the previous proposal. We also would like to get the clarification on the third bullet. Regarding the second bullet, shouldn’t “LMF” be sufficient? The second bullet is also applicable for Case 3a only, correct?

	ZTE
	The PRU location is not GENERATED by LMF, from our perspective, the main bullet can be updated, i.e., generated by -> provided by

	CATT, CICTCI
	(1) For 2nd bullet, how about LMF with known non-PRU UE location?
(2) Similar question as Apple. Can we have an example for the 3rd bullet?

	Intel
	We should separate cases 3a and 3b since the labels can be different for direct-AI/ML vs. AI/ML-assisted positioning. For Case 3a, gNB (as an example of NW entity other than LMF) can provide the labels (RTOA, AoA, LOS/NLOS indicators, etc.) without privacy concerns. However, this would not apply for Case 3b. As can be seen from above comments, such an approach can help address some of the questions already raised.

	HW/HiSi
	For Case 3b, it should be the LMF only.
For Case 3a, In the TR it is concluded that OAM terminates the training. Thus the labels need to be available the OAM. In our view for Case 3a, the OAM is sufficient. In the SI we also made the agreement, a NW-entity with known PRU location. This could be OAM. We think no need for RAN1 to discuss this further.
According to our understanding, the PRU is not part the agreement from the SI neither for 3a or 3B.
Suggested update:
For training data generation of AI/ML based positioning Case 3a and 3b, the label related data (corresponding to model output) can be generated by:
· PRU
· LMF with known PRU location for Case 3b
· Network entity (other than LMF) with known PRU location for Case 3a  

	DCM
	Fine for above 2 bullets. For the third bullet, similar view with above companies.

	TCL
	What is the example of network entity (other than LMF) with known PRU location?

	Qualcomm
	-Would you please clarify how PRU can generate label of Case3a? For Case3b, the label can be LMF implementation. PRU is a UE with known location from LMF perspective.

-We also share view of Apple regarding the third bullet.



Training data content and how to obtain it
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· vivo (R1-2402231)

Proposal 1:	Specify the following two types of training data to support supervised learning and semi-supervised learning
-	Type 1 ：labelled data 
-	Type 2：labelled data
Proposal 2:	The detailed data content with specification impact includes 
-	For type 1 labeled data, at least the following information should be specified
o	measurement, e.g., CIR, PDP, DP
o	Ground truth label, e.g., location coordinate, ToA, RSTD, LOS/NLOS indicator
o	Quality indicator, e.g., SNR/SINR for measurement, labelling quality indicator
o	time stamp
-	For type 2 unlabeled data, at least the following information should be specified
o	measurement, e.g., CIR, PDP, DP
o	Quality indicator for measurement, e.g., SNR/SINR
o	time stamp
Proposal 3:	Specify mechanisms for reducing the reporting overhead of collected training data, including:
-	Reduce the number of reported samples. 
-	Reduce the size of each sample, such as truncation.

	· Huawei, HiSilicon  R1-2402024
Proposal 11: The measurement quality used in legacy reporting can be used for the quality indication of the path-based measurements for training. 
Proposal 13: Discuss the content/type of label/measurement and the potential spec impact for training data collection in a case by case manner, starting with Case 1/3a/3b.

	· Qualcomm R1-2403183
Proposal 3: In AI/ML positioning data collection, for Case1/2a/3a, as starting point, consider at least the following components for label part related to model output:
· (Approximate) ground truth of model output
· Quality metric of label
· Time stamp of label
Proposal 4: In AI/ML positioning data collection, for Case2b/3b, as starting point, consider at least the following components for measurement part related to model input:
· Measurement
· Quality metric of measurement 
· Time stamp of measurement
Proposal 6: For AI/ML positioning data collection in Case1/2a, support two labelling assistance from LMF to UE:
· LMF provides label information to UE side (e.g., approximate ground truth of UE location coordinates, LOS indicator/timing info of model output)
· LMF provides assistance data to help UE generate the label (e.g., TRP/ARP locations, TRP/PRS beam angles and TX powers, TRPs relative time difference and TRP TX timing error (TEG), etc.)


	· ETRI (R1-2403012)
Proposal 1: For the UE-side model (Case 1/2a), UE-initiated assistance signaling is required to request downlink configuration, such as DL PRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one in the LPP protocol. 
Proposal 2: For the gNB-side model (Case 3a), gNB-initiated assistance signaling is required to request uplink configuration, such as UL SRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one within the NRPPa protocol.


	· Nokia (R1-2402997)
Proposal 24: Necessary data for training consists of at least: i) measurements corresponding to model inference input, e.g., DL RSRPP measurements in Case 1, ii) ground truth (or its approximation) associated with inference output, e.g., UE location coordinates in Case 1.
Proposal 26: For data collection in addition to regular labelled data, unlabeled data samples also need to be considered.

	· Apple (R1-2402870)
Proposal 14: For model training, the following elements shall be specified:
· Channel Measurement (corresponding to model input), 
· Quality indicator (for and/or associated with measurement at least for model training) 
· Time stamp (for and/or associated with measurement)
· Ground truth label, 
· Quality indicator (for and/or associated with ground truth label)
· Time stamp (for and/or associated with ground truth label)
· RS configuration(s), 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) 


	· CATT, CICTCI (R1-2402367)
Proposal 7: For case 2b and case 3b, when LMF side collects training data, LMF side can use a quality indicator condition or criteria to indicate the required quality of the collected data.
Proposal 8: For case 1 and case 2a, when UE sends a data collection request to LMF, the data collection request contains some assistance information related to the PRS/TRP set expected by UE. 

	· Lenovo (R1-2402919)
Proposal 9: For Case 1, consider association of RS configurations for performing Direct AI/ML positioning measurements with each pre-defined reference/ground truth location taken by PRU/UE. FFS how to signal the association, e.g., via LPP AssistanceData exchange procedure for DL-PRS configurations. 
Proposal 10: For Case 2b, consider association of performed and reported Direct AI/ML positioning measurements for each pre-defined reference/ground truth location taken by PRU/UE. FFS how to signal the association, e.g., using via LPP LocationInformation exchange procedure for DL-PRS measurements.
Proposal 11: For Case 3b, consider association of reference/ground truth location pairs comprising of the TRP location and UE location when transmitting SRS for positioning with the UL Direct AI/ML positioning measurement. FFS how to obtain UE location when transmitting SRS for positioning and association to a UL Direct AI/ML positioning measurement.

Proposal 13: Support the indication to provide label/unlabelled training data from requesting entity. Existing LPP/NRPPa signalling may be used to provide labelled/unlabelled data indication to different PRUs/UEs/network entities. 
Proposal 14: Label quality indication may also be associated with ground truth labels, e.g., location. FFS label quality metrics, e.g., location accuracy/confidence.


	· Samsung (R1-2402492)
[bookmark: _Hlk158121609]Proposal 11: RAN1 supports to specify data type and size, the data type includes the measurement results and processed measurement results.


	· NVIDIA (R1-2402847)
Proposal 3: For AI/ML based positioning, introduce specification support for indicating quality of ground truth labels. 


	· NEC (R1-2402764)
Proposal 4:	Endorse the integration of mixed datasets from diverse drop/clutter parameters, network synchronization errors, and scenarios to train a model with robust generalization capabilities, or for fine-tuning the model to achieve higher accuracy in the target scenario in Rel-19.
Proposal 5:	Support the mechanism to configuring, reporting, and determining the quality indicator of ground truth label in Rel-19.
Proposal 6:	A quality indicator should be defined for a data, and it’s determined based on the quality indicator(s), if available, of associated measurement and ground truth label.
Proposal 7:	Data generation entity can initially report the data fulfilling the quality indicator threshold and then reports supplemental data in case that previously reported quality data is not adequate.
Proposal 8:	Support to collect UE coordination information in a zone-based format where the zone size is predefined.

	· CMCC (R1-2402554)
Proposal 3: For AI/ML based positioning, it needs more discussion on the feasibility of obtaining the ground-truth label via PRUs, in which case the training dataset size is large.
Proposal 6: For UE generates ground truth label based on non-NR and/or NR RAT-dependent positioning methods, the reliability or the positioning accuracy should also be reported.


	· NTT DOCOMO (R1-2403233)
Proposal 4: For data collection of each case, the measurement report and related assistance information for AI/ML based positioning is determined by LMF,
· For case 1/2a, at least for data collection of performance monitoring, LMF sends indications of corresponding measurements to UE.
· For case 3a, for data collection of training, inference and performance monitoring, LMF sends indications of corresponding measurements to gNB.
· For case 2b and case 3b, for data collection of training, inference and performance monitoring, LMF initiates corresponding measurement reporting at UE and gNB respectively.
Proposal 5: Regarding RS configurations of data collection for each case,
· For case 1/2a, UE may send requests to NW for corresponding RS configurations, or NW may send configurations to UE.
· For case 2b, NW sends configurations to UE for measurements.
· For case3a/3b, NW sends configurations to UE for SRS transmissions.


	· Sony (R1-2402958)
Proposal 3: Support labelling procedure (i.e., label information reported by UE / gNB) as part of the data collection to facilitate supervised learning AI/ML.
Proposal 4: Support the association of GT label with the collected data (e.g., CIR measurement report)
[bookmark: _Toc163222165]Proposal 5: A labelled training data sample is composed of at least the following components:
· For measurement data:
· Channel measurement (corresponding to model input), e.g., CIR, PDP, DP
· Quality indicator of channel measurement, e.g., SNR/SINR
· Time stamp of channel measurement
· For label data:
· Ground truth label (corresponding to model output), e.g., location coordinate, timing information
· Quality indicator of the label
· Time stamp of the label  
· If label data and the measurement data are provided by the same entity, a same time stamp can be sufficient for both channel measurement and label

	· ETRI (R1-2403012)
Proposal 1: For the UE-side model (Case 1/2a), UE-initiated assistance signaling is required to request downlink configuration, such as DL PRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one in the LPP protocol.
Proposal 2: For the gNB-side model (Case 3a), gNB-initiated assistance signaling is required to request uplink configuration, such as UL SRS configuration, for data collection needed in AI/ML positioning model training and inference. This assistance signaling and information could be defined as one within the NRPPa protocol.

	· Fujitsu (R1-2402787)
Observation 5 No need to introduce training specific measurement and reporting for data collection of both model input and labels to support AI/ML positioning model training.
Proposal 18 To categorize data for model training, the assistance information for data collection is suggested to be studied with the considerations of the following aspects at least:
· RS Configurations.
· Time stamp.
· Quality indicator.
· Data area information.
Proposal 19 UE can also be used to provide measurement data and label data for model training of case 1 and case 2a.
Proposal 20 For case 3a model training, TRP can be used for providing label data.

Case 1
Proposal 21 Regarding data collection for Case 1 model training, study LMF configurations on UE/PRU data storage and reporting.
Observation 6 The data transmission from LMF to UE can be in 3GPP transparent manner since UE-side model will be trained at UE-side OTT server.
Case 3a
Proposal 22 Regarding data collection for Case 3a model training, study the specification impacts of the ground truth label provided by LMF to gNB.
Observation 7 If OAM is used to train Case 3a model, there will be no additional RAN1 specification effort to support higher layer data collection framework.
Case 3b
Proposal 23 Regarding data collection for Case 3b model training, additional specification support is not needed.

	· MediaTek (R1-2402799)
Proposal 3-1: For UE side model (case 1), besides using PRU, support LMF to provide label and UE to provide the measurement for training data
Proposal 3-2: For case 2b, besides using PRU, support LMF to provide label and UE to provide the measurement for training data
Proposal 3-3: For case 2a, besides using PRU, support LMF to provide label and UE to provide the measurement for training data. Since after proper position calculation by LMF, the timing info, LOS/NLOS indication could be further refined
Proposal 3-4: For case 3a, besides using PRU, support LMF to provide label and gNB to provide the measurement for training data. Since after proper position calculation by LMF, the timing info, LOS/NLOS indication could be further refined
Proposal 3-5: For case 3b, besides using PRU, support LMF to provide label and gNB to provide the measurement for training data
Proposal 3-6: During training data collection stage, it could consider to re-use the “measurement reference time” for measurement reporting by using the UTC time

	· ZTE, Pengcheng laboratory (R1-2402264)
[bookmark: _Ref20134]Proposal 3: For AI/ML positioning, different data collection requirements can be configured by the data collection node.
· The detailed data collection requirements can be further studied, for example, data size, type, quality, report periodicity, etc.


	· Huawei (R1-2402024)

Proposal 7: For data collection, no enhancement of the legacy configuration of PRS and SRS is needed.
Proposal 8: For Case 1 label generation, prioritize the PRU, while the benefits and necessity to additionally consider UEs remain to be confirmed.   
Proposal 9: For Case 1 data collection for training UE-sided model, labels and measurements are generated at the PRU.
•	Transfer of the labels and measurements to the OTT server is based on implementation.
•	There is no need to specify the labels.
Observation 9: For Case 3a data collection, RAN1 has identified a network entity with known PRU location. 
•	It is out of the scope of RAN1 to determine further details on the network entity. As one solution, the network-side may obtain the label by implementation.
Proposal 10: For Case 3b data collection for LMF-sided model, start the discussion by assuming the network entity for the label generation for model training is LMF at RAN1.
Proposal 11: The measurement quality used in legacy reporting can be used for the quality indication of the path-based measurements for training.
Observation 12: Specification of labels and their quality does not seem necessary, since labels are already available at the training entity, or if signaled, the legacy mechanism can be re-used.
Proposal 12: There is no need to introduce a new terminology in addition to labels and measurements, since an unlabeled data sample seems to be a measurement.
Proposal 13: Discuss the content/type of label/measurement and the potential spec impact for training data collection in a case by case manner, starting with Case 1/3a/3b.

	· OPPO (R1-2402317)

Proposal 5: In order to facilitate the training data collection at UE side for Case 1 and/or Case 2a, introduce a mechanism to enable that UE can send request for preferred or supported configuration(s) to LMF 
· FFS: Whether this request is sent via UE capability signaling or other signaling/procedure (e.g., functionality identification).

Proposal 6: For training data collection at NW side for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), support the following mechanisms 
· PRU: PRU reports measurement results (corresponding to model input) and the associated timestamps via LPP protocol 
· The associated ground-truth label(s) can be included optionally
· LMF maybe know the label(s) in advance.
· UE: UE reports measurement results (corresponding to model input) and the associated timestamps without associated labels via LPP 
· LPP signaling from LMF to indicate 
· Configuration of Positioning RS
· The type of measurement results
· How to report the collected data (e.g., periodic reporting, event-triggered reporting)

Proposal 8: For training data collection at NW side for NG-RAN node assisted positioning with LMF-side model (Case 3b), support the following mechanisms 
· gNB reports measurement results (corresponding to model input) and the associated timestamps via NRPPa protocol
· The corresponding label(s) can be reported optionally or LMF generates the associated labels based on the know location of the corresponding PRU 
· NRPPa signaling from LMF to indicate gNB
· The type of measurement results
· How to report the collected data (e.g., periodic reporting, event-triggered reporting)


	· Xiaomi (R1-2402650)
Case 1
Proposal 5: For data collection in Case 1
· When AI models are developed by the UE side, three is no specification impact on the collection of measurements corresponding to input and the ground truth
· When AI models are developed by the network side (if model transfer/delivery is supported), there is need to specify the data format definition and configuration of the data collection
· For both cases, RAN1 need to identify whether any assistance information is needed from network.
Proposal 6: Leave other WGs e.g., RAN2 to discuss the report of collected data
Proposal 7: Consider enhanced on-demand PRS request and configuration mechanism:
· UE can request multiple set of PRS configurations in one time of request signalling transmission, in which each set of configurations may correspond to separate StartTime-and-Duration, or TRP pattern, etc.

Case 3a
Proposal 8: For Case 3a, leave RAN3 to assess whether there is specification impact on the collected data format definition, information exchange between TRP and gNB and information exchange between different gNBs considering different training location
Proposal 9: For Case 3a, RAN1 is responsible to identify whether there is any need for assistance information from UE and what kind of assistance information is needed
Proposal 10: UE can notify the NW side about which type of SRS-Pos can be supported for data collection 
· The types may include aperiodic and/or semi-persistent and/or periodic, and the corresponding parameters for SRS-Pos, e.g., the preferred periodicity value, SRS-Pos bandwidth can also be indicated.
Case 3b
Proposal 11: Reuse the existing reference time definition for the reference time of model input in Case 3b 
Proposal 12: There is need to specify the model input format for data collection in Case 3b
Proposal 13: If multiple data formats are specified, LMF configure the detailed data format for collection in Case 3b
Proposal 14: Leave RAN3 to handle the collected data report to LMF for Case 3b
Proposal 15: For Case 3b, RAN1 is responsible to identify whether there is any need for assistance information from UE and what kind of assistance information is needed





1st round discussion
Based on the proposals and the evaluation results submitted. The proposals are also compliant with the agreements made in SI and captured in TR 38.843.
Proposal 4.2.2-1
For training data collection of AI/ML based positioning, both types of training data are supported:
· labelled data, where a collected data sample includes both a portion corresponding to model input, and a portion corresponding to model output.
· unlabelled data, where a collected data sample includes only the portion corresponding to model input.

	
	Company

	Support
	Apple, Lenovo, CATT/CICTCI, DCM, NEC, TCL

	Not support
	



	Company
	Comments

	InterDigital
	The definitions for both are not clear. Is not clear what is meant in “both a portion corresponding to model input, and a portion corresponding to model output”? Could you clarify?

	ZTE
	The general idea if fine for us, but the descriptions for labelled data and unlabelled data are not clear for us. We are wondering whether the following is better:
· labelled data, where the collected data includes both channel measurement information and corresponding ground-truth label.
· unlabelled data, where the collected data only includes channel measurement information.

	Fujitsu
	Support ZTE’s update

	HW/hiSi
	Agree with the comment from IDC



Proposal 4.2.2-2
For training data collection of AI/ML based positioning, the portion of a collected data sample corresponding to model input includes at least the following components:
· channel measurement corresponding to model input
· quality indicator of channel measurement
· time stamp of channel measurement

	
	Company

	Support
	Apple, Lenovo, DCM, TCL

	Not support
	HwHiSi



	Company
	Comments

	InterDigital
	Regarding the timestamp, details are still FFS, correct? We may need to enhance the timestamp in the current specification?

	ZTE
	Agree with InterDigital. The detailed format of quality indicator and time stamp should be discussed. We can leave the detail format as FFS.

	CATT, CICTCI
	OK

	HwHiSi
	What is the meaning of a portion of collected data.
We need to discuss the training data case-by-case instead and need to define whether any spec impact is needed Case by case. For example, if there training data collection is by implementation, there is no need for discussion here. And both time stamps and timing quality are supported in legacy. We need to study, whether any spec impact in addition to legacy would be needed.
Suggested update:
 For training data collection of AI/ML based positioning, study further case by case if spec impact is needed when the portion of a collected data sample corresponding to model input includes at least the following components:
· channel measurement corresponding to model input
· quality indicator of channel measurement
· time stamp of channel measurement

	Qualcomm
	This seems only necessary for Case2b and Case3b. Please determine which cases are targeted.



Proposal 4.2.2-3
For training data collection of AI/ML based positioning, the portion of a collected data sample corresponding to model output includes at least the following components:
· ground truth label (or its approximation)
· quality indicator of label
· time stamp of label

	
	Company

	Support
	Apple, DCM, TCL

	Not support
	HwHiSi



	Company
	Comments

	InterDigital
	Same comment as in the previous proposal.

	CATT, CICTCI
	OK

	Intel
	We propose to clarify what “ground-truth label“ includes for different use-cases considering direct AI/ML vs. AI/ML-assisted positioning. This also relates to some of the proposals in Section 4.1 on entity responsible for generating ground-truth labels.

	HwHiSi
	Similar comments as above. Please note that also the PRU location accuracy can be reported in legacy.



Assistance data on configuration of training data collection
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Samsung (R1-2402492)
Proposal 12: using current PRS/SRS configuration framework as starting point and identify the necessary change for LCM operation.


	· Qualcomm R1-2403183

Proposal 5: In AI/ML positioning data collection, for Case1/2a, as starting point, support LMF to provide the UE side with at least the following existing assistance data:
· TRP/ARP location information
· PRS beam angle information
· PRS TX power information
· PRS and TRP/ARP mapping information
· TRP relative time difference information
· TRP TX timing error information
· TRP LOS/NLOS state information


	· Intel (R1-2402145)

Proposal 5: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, as part of assistance data regarding DL PRS configuration, the LMF could provide a UE with one or more configurations of measurement time windows during which the UE is expected to perform measurements towards data collection and/or report ground-truth labels.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous DL positioning measurements across UEs could be considered.
· Details FFS.
 Proposal 6: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, the LMF could provide an NG-RAN node with one or more configurations of time windows to configure and transmit DL PRS with certain requested configuration(s) for data collection for model training.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous DL positioning measurements across Ues could be considered.
· Details FFS.

Proposal 7: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, the LMF could provide a UE with configuration of a measurement validity area within which the UE may perform the measurements and/or report ground-truth labels for data collection for model training.
· The concept of an AreaID-CellList, as described in TS 37.335, to list the NR Cell-IDs of the TRPs belonging to a particular network area within which the UE is to perform measurements and/or report ground-truth labels, could be reused.
· Details FFS.




1st round discussion
Based on the proposals and the evaluation results submitted, most companies propose that validity area and reference signal configuration are necessary for supporting training data collection. Many more information types are also mentioned by companies, which RAN1 should continue to investigate and add to the list.

Proposal 4.3.2-1
For AI/ML based positioning, at least the following information needs to be specified to support training data collection:
· Validity area of the training data
· Reference signal configuration 

	
	Company

	Support
	Apple, Intel (suggest to add a sub-bullet for each indicating that details for each are FFS), Fujitsu, DCM, TCL

	Not support
	ZTE



	Company
	Comments

	InterDigital
	We have a question. Reference signal configurations are already specified. Do we need further enhancements for RS configurations? For validity area of the training data, we need an agreement on what “validity” means in the context of data collection.

	Nokia
	This proposal has a strong link with the discussion on consistency between training and inference. Thus, lets delay this discussion. 

	Lenovo
	Fine to support in principle, with details to be further discussed

	ZTE
	Should we specify explicit RS configuration for model training? Or this is used to keep the configuration consistency between training and inference? This is a low priority issue.

	LG
	Fine with the proposal

	CATT, CICTCI
	Need to clarify what does it mean by ‘validity area’ and how to describe (specify) it

	HW/HiSi
	Support reusing the existing legacy mechanism to indicate the validity area and the RS configuration. There is no new spec impact in our understanding.

	DCM
	Fine with the proposal

	Qualcomm
	Generally ok with the direction of the proposal. There are more info needs to be included for data collection for ensuring train/inference consistency (e.g., NW sync error, NW TX timing error, NW TX power, etc.) and let UE/PRU generate labels (e.g., TRP location info, etc.):

· NW conditions/additional conditions, as a starting point, consider information in IEs NR-DL-TDOA-ProvideAssistanceData, NR-DL-AoD-ProvideAssistanceData. 
· Assistance information for generating label, as starting point, consider information in IE NR-PositionCalculationAssistance



	OPPO
	We also think that this issue is tightly related to the consistency between training and inference. Suggest to consider these two issues together.



Model inference
This section discusses issues for the LCM stage of model training.
Model inference operation
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 

	· Xiaomi (R1-2402650)
Proposal 23: In case 1, there is no specification impact on the delivery of input data for inference or the inference output data
Proposal 24: For inference in Case 3a, leave RAN3 to assess whether is any specification impact on deliver the input from TRP to the associated gNB and deliver the input from one gNB to another gNB in different AI model deployment options.
Proposal 25: For inference in Case 3b
-	Reuse existing reference time definition for the report of model input
-	Input data format for inference need to be specified and common input data format can be used for both data collection and inference
-	If multiple input data formats are defined, LMF configure the input data format for inference
-	The signaling exchange between gNB and LMF is left to RAN3

	· CATT, CICTCI (R1-2402367)

Proposal 18: For case 2b and case 3b, some assistance information form LMF is used to ensure that the measurement reported by UE/gNB/TRP and the LMF-side model input are generated with the same rule. 

	· Apple R1-2402870
Proposal 15: For model inference, the following elements shall be specified:
· Measurement (corresponding to model input),
· Time stamp,
·  RS configuration(s), 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) 
 

	· InterDigital (R1-2402913)
Proposal 22: For Case 1, the timestamp with absolute time should be included per measurement in the measurement forwarded by the LMF
Proposal 27: For Case 1, to introduce flexibility in configuration of AIML inputs, introduce a masking pattern to allow the network to mask some inputs for the configured AIML model at the UE



1st round discussion
Based on the proposals and analysis submitted, the following are proposed.

Proposal 5.1.2-1
For model inference of Case 1, at least the following configuration information is signaled from LMF to target UE:
· PRS configuration. Note: no change to existing specification is expected. 

	
	Company

	Support
	Apple, CATT/CICTCI,Fujitsu, TCL

	Not support
	



	Company
	Comments

	InterDigital
	We have a question. For Case 1, are we assuming that a AIML based positioning will be specified? If that’s the case, we need to agree on the details for assistance information (e.g., similar assistance information as in UE-based positioning in NR positioning).

	ZTE
	Dose that mean the current PRS configuration in LPP is also applicable for Case 1 model inference? I.e., the current PRS configuration is used for both legacy positioning and AI/ML positioning.

	Qualcomm
	For UE to select the proper model, it also needs information related to NW (additional) conditions (e.g., NW sync error, NW TX timing errors, NW TX powers, etc.). Please add:
· NW conditions/additional conditions, as a starting point, consider information in IEs NR-DL-TDOA-ProvideAssistanceData, NR-DL-AoD-ProvideAssistanceData.  




Proposal 5.1.2-2
For model inference of Case 3a, at least the following configuration information is signaled from LMF to gNB:
· The expected type of measurement report from gNB to LMF, where the measurement report carries the intermediate measurement information provided by the model output;
· SRS configuration. Note: no change to existing specification is expected. 

	
	Company

	Support
	Apple, CATT/CICTCI, TCL

	Not support
	



	Company
	Comments

	InterDigital
	For the first bullet, the suggested change is “A request from LMF to gNB to report intermediate measurement information provided by the model output” and it impacts NRPPa, correct? Do we need to change any assistance information in the NR positioning specification?

	ZTE
	In current NRPPa, LMF may request TRP report the expected measurement type in existing IE
 TRP Measurement Type, there’s no new signaling required.

	HW/HiSi
	With type, is it here meant LOS or timing info as in legacy?



Proposal 5.1.2-3
For model inference of Case 3b, at least the following configuration information is signaled from LMF to gNB:
· The expected type of measurement report from gNB to LMF, where the measurement report carries the channel measurement for determining the model input;
· SRS configuration. Note: no change to existing specification is expected. 

	
	Company

	Support
	Apple, CATT/CICTCI, TCL

	Not support
	



	Company
	Comments

	InterDigital
	For the first bullet, do we expect any change in specification? From our perspective, the measurements in NR specification should be sufficient.

	HW/HiSi
	What is the intention of the proposal? In our understanding the measurement report is the channel measurement (e.g. RSRPP). It seems this proposal should be postponed until we have discussed more on sample/path based reporting?



Ensure consistency between training and inference
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· NTT DOCOMO, INC. (R1-2403233)
Proposal 1: For AI/ML based positioning, to guarantee the consistency of PRS, following impacts can be considered:
· Consistency flag and/or data collection configuration ID can be configured within PRS related configuration.
· Validity area is configured/indicated, where PRS can be assumed to be consistent within a validity area.

Proposal 2: For AI/ML based positioning, UE reports the following capability:
· Inference output, e.g., UE location, LOS/NLOS indication, ToA, etc. 
· Necessary measurements information and/or assistance information for inference
· PRS configuration for necessary measurement
· The consistency indication, e.g., data collection configuration ID, consistency ID, if identified
· Validity area, if identified  


	· TCL  (R1-2403035)
Proposal 17: AI-specific or AI model-specific reference signal configurations, including PRS and SRS for positioning, could be introduced and indicated to UE, enabling it to implement the specified model or distinguish the transmitting method of the configured reference signal.

	· Nokia R1-240997
Proposal 25: For ground truth data collection, to assess the quality of ground truth to be used in monitoring, LMF may assist UE for obtaining label consistency score/quality of the positioning estimates from one or multiple positioning sources.
Proposal 34: For UE-side models, to ensure consistency between training and inference related to NW-additional conditions, a PRS configuration configured for data collection (training) or inference shall be associated with a global cell identity (GCI) and a network-identifier (implicitly represent a set of NW-side additional conditions). FFS: details of network identifier  
Proposal 35: For UE-side models, to ensure consistency between training and inference related to NW-additional conditions, RAN1 to study the possibility defining a context scenario which represent NW-additional conditions as high level information.

	· Intel (R1-2402145)
Proposal 19: 
· Consider the alignment between configured measurement validity area and inference validity area as a NW-side additional condition to ensure consistency between training and inference.
Proposal 20: 
· Consider the consistency between RS configurations as a NW-side additional condition to ensure consistency between training and inference.
· FFS details of conditions of consistency between RS configurations
Proposal 21: 
· Consider the consistency between channel/link conditions/characteristics as a NW-side additional condition to ensure consistency between training and inference.
· FFS details of conditions of consistency between channel/link conditions/characteristics
Proposal 22: 
· Consider the consistency between model input formats as a NW-side additional condition to ensure consistency between training and inference.

	· vivo (R1-2402231)

Proposal 13:	Further study the impact of beamforming related aspects on positioning accuracy, to support the application of AI positioning in FR2 scenarios.

Proposal 14:	Consider adopting the following approaches to ensure the consistency between training and inference. 
-	For beam pattern information, NW side provides indication to assist UE in maintaining the consistency between training and inference, such as dataset categorization information or explicit beam pattern information. 
o	UE can indicate supported dataset categorization or beam pattern in other procedures, e.g., in applicability reporting;

Proposal 15:	Consider adopting the following approaches to ensure the consistency between training and inference. 
-	UE can report supported PRS bandwidth in UE capability signaling.

	· Interdigital R1-2402913
Proposal 25: For UE-side model, the UE should notify the network if there are any changes to the model

	· Apple (R1-2402870)

Proposal 33: For Rel-19 AI/ML positioning, to ensure consistency between model training and model inference, the additional network-side conditions may be signaled. 
Proposal 34: Network side conditions can include one or more of the following:
· Validity / Geographical area information /Cell-list /scenario/ site information
· Reference signal configuration(s) used to generate training data. 
· Measurement data quality range (e.g. SNR/SINR range), 
· label data quality range (e.g. mean label positioning error)
· Time range when data generated.
· Network Synchronization Error
· Rx-Tx timing error
· Phase offset error.
· Antenna/beam pattern information
· TRP set.
They can be grouped into classes based on importance e.g. geographical conditions, data quality conditions, hardware conditions etc. 

	· CATT, CICTCI (R1-2402367)
Proposal 23: For case 1 and case 2a, if NW-side additional condition is identified as necessary for positioning, at least performance/model monitoring can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model.

	· CMCC (R1-2402554)
Observation 5: For AI/ML based positioning, the granularity of validity area needs further discuss.
Proposal 11: For AI/ML based positioning, further discuss what kinds of RS configurations needs to keep consistency between training and inference.

	· Fujitsu (R1-2402787)
Proposal 26 Validity area information can be used to indicate the training/inference consistency.
Proposal 27 Study which PRS/SRS configuration parameters can be used as the indicator of training/inference consistency and how to specify them.

	· OPPO (R1-2402317)
[bookmark: _Hlk159169292]Proposal 1: For AI/ML based positioning of Case 1 and Case 2a, some indication (e.g., in form of configuration ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· e.g., the ID can be a special ID for positioning configurations, and can be indicated to differentiate the associated training data
· The proprietary information of network should not be disclosed.   
Proposal 12: For UE-assisted/LMF based positioning with UE-side model (Case 2a),
•	Some indication (e.g., in form of configuration ID or model ID) is signaled from network to ensure the consistency of AI model training and AI model inference


	· Xiaomi (R1-2402650)

Proposal 26: Support additional condition alignment is beneficial for both model-based LCM and functionality-based LCM in AI-based positioning use case
Proposal 27: RAN1 further investigates the necessity and feasibility for the following potential network additional conditions
-	Scenario/site information
-	Measurement configuration
-	Network synchronization error
-	Antenna information
Proposal 28: Support indication of the network additional condition and unified indication mechanism should be strived for in all cases
Proposal 29: For the indication of additional condition, virtual category and/virtual ID can be defined in specification while how to associate with the virtual category and/or virtual ID is up to implementation
Observation 8: Only relying on performance monitoring-based approach for network additional condition alignment is inefficient.
Proposal 30: Consider solutions to keep consistency regarding UE additional condition for network side model

	· Huawei (R1-2402024)
Observation 14: For providing network information to ensure consistency between training and inference, if needed, can be achieved based on legacy mechanisms for all cases.

	· Fujitsu R1-2402787
Proposal 26 Validity area information can be used to indicate the training/inference consistency.

	· Xiaomi R1-2402650
Proposal 26: Support additional condition alignment is beneficial for both model-based LCM and functionality-based LCM in AI-based positioning use case 
Proposal 27: RAN1 further investigates the necessity and feasibility for the following potential network additional conditions
· Scenario/site information
· Measurement configuration
· Network synchronization error
· Antenna information

	· CMCC R1-2402554
Proposal 10: For AI/ML based positioning, further discuss option 3 and 4. Deprioritize option 1 and 2.
Proposal 11: For AI/ML based positioning, further discuss what kinds of RS configurations needs to keep consistency between training and inference.

	· CATT R1-2402367
Proposal 18: For case 2b and case 3b, some assistance information form LMF is used to ensure that the measurement reported by UE/gNB/TRP and the LMF-side model input are generated with the same rule. 

	· ZTE (R1-2402264)
Proposal 14: There is no need to specify any NW-side additional conditions for AI/ML positioning.


	· Ericsson (R1-2401984)
Observation 38	For Cases with LMF-side model (case 2b/3b), the measurements reported for model input must be consistent with the ones used with training data.
Proposal 49	For measurements reported to the LMF in case 2b/3b, support the LMF to indicate the PRS/SRS measurement bandwidth.




1st round discussion
Based on the proposals and the evaluation results submitted, majority companies suggest that at least the following conditions need to be consistent between training and inference. The detailed signaling to ensure the consistency can be discussed further.

Proposal 5.2.2-1
For AI/ML based positioning Case 1, at least the following conditions needs to consistent between training and inference:
· Validity area 
· Reference signal configuration
· Channel measurement configuration 
· Network synchronization error

	
	Company

	Support
	Apple, Intel (suggest to add a sub-bullet for each indicating that details for each are FFS), TCL

	Not support
	



	Company
	Comments

	Apple
	Looking at the conditions, they can be grouped into classes based on type and importance e.g. geographical conditions, data quality conditions, hardware conditions etc.

	InterDigital
	We need more details for RS config. Do all parameters need to be aligned or just a subset (e.g., frequency layer) needs to be aligned? The same question for channel measurement configuration. We also need clarification on what it means to have consistent NW sync error. For example, does NW sync error need to be aligned with the same granularity?

	Nokia
	To be aligned with agenda item 9.1.3.3, it is important to clarify the concept of NW-side additional condition for AIML positioning. FL, if possible please check our discussion in Nokia’s tdoc related to this topic.  

	ZTE
	Low priority. 

	CATT
	Need FFS. We think at least the 1st bullet and 4th bullet needs more clarification. For 4th bullet, we recall that some model can be trained to be more tolerant (or say generalized) to NW synchronization error.

	Fujitsu
	At least NW sync error needs to be further clarified.

	HW/hiSi
	Should be studied case-by-case.
For the last two bullets:
What does channel measurement configuration mean, RSRP?
It is also not clear how the network synchronization error needs can be made to be consistent.

	DCM
	1. According to Rel-18 discussion, we think RS configuration and channel measurement configuration can be regarded as ‘condition’, and validity area and NW sync. error is ‘additional condition’. This issue can be separately discussed. 
2. Understanding of validity area may need to be aligned. In our understanding, validity area should be introduced to ensure the consistency between training and inference. Other parameters (e.g., reference signal configuration) need to be consistent in validity area. Does “validity area needs to consistent” mean that configuration of validity area is fixed? If yes, such aspect needs to be further discussed.

	Qualcomm
	Generally fine with the direction of the proposal. Two points:
-There are other conditions that have also been studied in Rel-18 and showed the necessity of consistency, including SINR (e.g., TX power) and gNB/TRP TX timing errors. There are also other factors that can cause inconsistency, including changes in TRP/ARP locations and orientations, beam configurations, reference signal alignment to physical anchors and beams.  Please add:
· NW TX timing errors
· NW TX powers
· Reference signal alignment to physical TRPs/ARPs and beams
· Physical TRPs/ARPs locations and orientations 
· Physical beam configuration and angles 
· TRP LOS/NLOS states

-Would you also please clarify what the “channel measurement configuration” means?

	OPPO
	We think there are other aspects that need to be considered for consistency, e.g. deployment of TRPs, beam patterns at NW. Meanwhile, it is required to preserve the propriety information of network vendors and operators. The configuration ID can be used to ensure the consistency of AI training and inference.



Other assistance data for model inference
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· NTT DOCOMO, INC. (R1-2403233)
Proposal 3: The functionality activation/deactivation/switching of a UE side or gNB side functionality (i.e., case1, 2a or 3a) can be configured/ indicated by LMF via LPP or NRPPa, respectively.
Proposal 4: For data collection of each case, the measurement report and related assistance information for AI/ML based positioning is determined by LMF,
· For case 1/2a, at least for data collection of performance monitoring, LMF sends indications of corresponding measurements to UE.
· For case 3a, for data collection of training, inference and performance monitoring, LMF sends indications of corresponding measurements to gNB.
· For case 2b and case 3b, for data collection of training, inference and performance monitoring, LMF initiates corresponding measurement reporting at UE and gNB respectively.
Proposal 5: Regarding RS configurations of data collection for each case,
· For case 1/2a, UE may send requests to NW for corresponding RS configurations, or NW may send configurations to UE.
· For case 2b, NW sends configurations to UE for measurements.
· For case3a/3b, NW sends configurations to UE for SRS transmissions.


	· TCL  (R1-2403035) 
Proposal 18: Regarding UE-side model, the legacy assistance data provided by LMF, such as TRP information, PRS assistance data and on-demand PRS configurations, can serve as the NW-side additional conditions and the UE-side additional conditions include cell information and on-demand PRS configurations.
Proposal 19: Regarding LMF-side model, the NW-side additional conditions include PRS-RSRP threshold, PRS-RSRQ threshold, PRS-SINR threshold, SRS-RSRP threshold, SRS-RSRQ threshold and SRS-SINR threshold. In addition, UE can provide additional conditions, such as PRS-RSRP, PRS-RSRQ and PRS-SINR, and gNB can provide additional conditions, such as SRS-RSRP, SRS-RSRQ and SRS-SINR.


	· Nokia, R1-2402997 
[bookmark: _Toc163200138][bookmark: _Toc163201430][bookmark: _Toc163195765][bookmark: _Toc163200673][bookmark: _Toc163201127][bookmark: _Toc163201266][bookmark: _Toc162863492][bookmark: _Toc163171632][bookmark: _Toc163195962][bookmark: _Toc163201512][bookmark: _Toc163200445][bookmark: _Toc163222481][bookmark: _Toc163171427][bookmark: _Toc163171711]Proposal 6 LMF may assist UEs by providing relevant channel features for classification and weighting the measurements corresponding to different TRPs in Case 1 and Case 2a. In Case 2a, in addition to intermediate features (e.g., LoS/NLoS), UE may report the weighting associated with different measurements, which may be utilized by LMF to estimate the UE location.

Proposal 9: Inference of UE-side models may be requested by LMF via LPP Request Location Information. In response, UE reports its inference output to LMF via LPP Provide Location Information.
Proposal 10: In Case 3a, the target UE is configured with UL SRS by its serving gNB, whose characteristics are determined by LMF, as in legacy UL positioning.
Proposal 11: For Case 2b/3b (LMF side model), for inference LMF may request:
· reporting of UL measurements from gNB in Case 3b via NRPPa, and
· reporting of DL measurements from UE in Case 2b via LPP.


	· Interdigital R1-2402913
Proposal 27: For Case 1, to introduce flexibility in configuration of AIML inputs, introduce a masking pattern to allow the network to mask some inputs for the configured AIML model at the UE


	· CATT R1-2402367
Proposal 23: For case 1 and case 2a, if NW-side additional condition is identified as necessary for positioning, at least performance/model monitoring can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model.



Model performance monitoring
This section discusses issues for the LCM stage of model performance monitoring.
Model performance monitoring methods and procedure
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Huawei, HiSilicon  R1-2402024
Case 1
[bookmark: _Hlk163058808]Proposal 14: For model monitoring in Case 1, the monitoring decision is performed in the same UE-side entity that derives the monitoring metric.
· The monitoring is done in implementation manner and a monitoring metric does not need to be specified.
Case 3a
Proposal 15: For model monitoring in Case 3a, the gNB calculates the metric and makes the monitoring decision. Applicable cases may include e.g., the label-free and label-based model monitoring case for Case 3a. 
Proposal 16: The LMF can indicate assistance information, e.g., threshold criterion, to the gNB for the calculation of the monitoring metric or to facilitate the calculation of the monitoring metric and/or monitoring decision at the gNB.
Case 3b
Proposal 17: For model monitoring in Case 3b, no further assistance information or measurement report in addition to inference is required to be sent to the LMF.

	· vivo (R1-2402231)
Proposal 9:	Support both label-based and label-free monitoring for AI/ML based positioning.

	· NTT DOCOMO, INC. (R1-2403233)
Proposal 7: For label-based monitoring, if LMF is the entity to derive monitoring metric,
· For case 1, 2a, LMF may request UE to report the inference output to LMF.
· For case 3a, LMF may request gNB to report the inference output to LMF.
Proposal 8: For label-based monitoring, if UE or gNB is the entity to derive monitoring metric,
· For case 1, 2a, UE reports the assistance information (e.g., calculated performance metric, comparison results, etc.) to LMF.
· For case 3a, gNB reports the assistance information (e.g., calculated performance metric, comparison results, etc.) to LMF.
Proposal 9: For performance monitoring of AI/ML based positioning, at least support LMF as the entity which makes decision of upcoming operations (e.g., functionality activation/deactivation/update/sitching, fallback operation). 
· For case 1/2a and 3a, the inference output information or the calculated performance metric should be reported to LMF by UE and gNB respectively.
· For case 1 and 2a, NW indicates UE to trigger corresponding procedures (e.g., activation/deactivation, switching, update, fallback).
Proposal 10:
For case 1 and 2a, when monitoring entity is UE, UE calculates monitoring metric following NW indication.
The indication includes at least model/functionality information (e.g., associated with an ID), and performance metrics/threshold.


	· Qualcomm R1-2403183
Proposal 14: In AI/ML positioning monitoring for Case1/2a, UE can request monitoring occasions from LMF for UE-side models, including RS resources configurations/activations and monitoring assistance information.
Proposal 15: In AI/ML positioning monitoring for Case2b/3b, prioritize existing LPP/NRPPa information and measurements for performance monitoring of LMF-side models.
Proposal 17: For Case1/2a, LMF can request UE to activate, deactivate, fall back AI/ML positioning running at UE side.


	· TCL R1-2403035
Proposal 1: Regarding UE-side model, deploying the model training entity on the network side is recommended.
Proposal 2: Regarding gNB-side model, deploying the management entity on the gNB side is recommended.
Proposal 3: If performance metric calculation works on the UE side and model monitoring works on the LMF side, UE should report the performance metric calculation results to LMF. The performance metrics include error of location, error of speed or acceleration, error of measurement value, F1-score of LOS/NLOS indicator, standard deviation or variance of location and standard deviation or variance of measurement value.
Proposal 4: If performance metric calculation works on the gNB side and model monitoring works on the LMF side, gNB should report the performance metric calculation results to LMF. The performance metrics include error of measurement value, F1-score of LOS/NLOS indicator and standard deviation or variance of measurement value.
Proposal 5: The triggering conditions of model transfer, such as maximum error of location, should be configured by LMF.
Proposal 6: UE or gNB requests model transfer from LMF with assistant information, including performance metric calculation results, model structure, model flexibility and model type.


	· Nokia (R1-2402997)  
Proposal 12: Performance metric based on ground truth label (or its approximation) is defined as the statistical difference (e.g., MSE) between ground truth label and inference output, where measurements associated with ground truth information can be used as inference input. 
Proposal 13: Necessary data for performance monitoring with ground truth label (or its approximation) consists of at least: i) ground truth (or its approximation), e.g., collected from PRU or target UE; ii) measurements corresponding to inference input, e.g., measurements collected from PRU; and iii) inference output, e.g., UE location estimation.
[bookmark: _Toc162863503][bookmark: _Toc163171438][bookmark: _Toc163200148][bookmark: _Toc163201137][bookmark: _Toc163201522][bookmark: _Toc163201440][bookmark: _Toc163200683][bookmark: _Toc163200455][bookmark: _Toc163195973][bookmark: _Toc163171643][bookmark: _Toc163201276][bookmark: _Toc163222491][bookmark: _Toc163195776][bookmark: _Toc163171722][bookmark: _Toc159231868]Proposal 14: For UE/gNB-side models, performance metric without ground truth may consist of:
· [bookmark: _Toc162863504][bookmark: _Toc163222492][bookmark: _Toc163171439][bookmark: _Toc163200456][bookmark: _Toc163171723][bookmark: _Toc163195777][bookmark: _Toc163195974][bookmark: _Toc163200684][bookmark: _Toc163201277][bookmark: _Toc163201523][bookmark: _Toc163200149][bookmark: _Toc163171644][bookmark: _Toc163201441][bookmark: _Toc163201138]confidence level associated with model inference output, e.g., UE location estimate, 
· [bookmark: _Toc163171440][bookmark: _Toc163171645][bookmark: _Toc163171724][bookmark: _Toc163195778][bookmark: _Toc162863505][bookmark: _Toc163195975][bookmark: _Toc163200685][bookmark: _Toc163201442][bookmark: _Toc163201278][bookmark: _Toc163222493][bookmark: _Toc163200457][bookmark: _Toc163200150][bookmark: _Toc163201139][bookmark: _Toc163201524]statistics of measurement(s) compared to the statistics of measurements in the training data set,
· [bookmark: _Toc163171441][bookmark: _Toc163171646][bookmark: _Toc163195779][bookmark: _Toc163200151][bookmark: _Toc163200686][bookmark: _Toc163195976][bookmark: _Toc163200458][bookmark: _Toc163171725][bookmark: _Toc162863506][bookmark: _Toc163201279][bookmark: _Toc163201140][bookmark: _Toc163222494][bookmark: _Toc163201525][bookmark: _Toc163201443]standard deviation as monitoring metric based on the historical/buffered inference output.


[bookmark: _Toc163171647][bookmark: _Toc163195977][bookmark: _Toc163200687][bookmark: _Toc163222495][bookmark: _Toc163200459][bookmark: _Toc163201280][bookmark: _Toc163195780][bookmark: _Toc163171726][bookmark: _Toc163171442][bookmark: _Toc163201526][bookmark: _Toc163200152][bookmark: _Toc163201141][bookmark: _Toc162863507][bookmark: _Toc163201444][bookmark: _Toc159231870]Proposal 15 For UE-side models, necessary data for monitoring without ground truth consists of i) statistics of the measurements corresponding to inference input, i.e., RSRPP measurements; ii) historical/buffered inference output (UE location); and iii) characteristics (e.g., statistics) of training data.

[bookmark: _Toc162863509][bookmark: _Toc163171727][bookmark: _Toc163195978][bookmark: _Toc163201445][bookmark: _Toc163200153][bookmark: _Toc163171648][bookmark: _Toc163201142][bookmark: _Toc163201281][bookmark: _Toc163222496][bookmark: _Toc163195781][bookmark: _Toc163171443][bookmark: _Toc163200688][bookmark: _Toc163201527][bookmark: _Toc163200460]Proposal 16 For monitoring LOS/NLOS classification, LMF may assist UE and gNB by evaluating their channel classification parameters, e.g., channel features used for classification.

Proposal 17: For monitoring UE-side models, LMF may request UE to derive a performance monitoring metric, and UE reports the derived performance metric to LMF.

Proposal 32: For LMF-side inference (e.g., Case 2b) and to assist UE-side monitoring (e.g., Case 1), to reduce the signaling overhead of reporting measurements from UE to LMF, UE may use a reporting scheme based on differential quantization.
Proposal 33: For LMF-side inference (e.g., Case 2b) and to assist UE-side monitoring (e.g., Case 1), the LMF may configure UE to report measurements using differential quantization report indicating at least the number of RSRPP messages for carrying the measurement report.

	· Intel (R1-2402145)
Proposal 17: 
· Support both input-based and output-based functionality/model monitoring for AI/ML based positioning.

	· Apple (R1-2402870)
Proposal 23: Generic Monitoring Procedure:
· Step 1: Monitoring measurement setup and triggering of measurement entity. 
· Spec Impact: Higher layer trigger in LPP (between UE and LMF) or NRPPa (between gNB and LMF), Scenario change assistance information.
· Step 2: Statistics block/KPI generation/metric estimator	
· Spec Impact: Report of processed measurement to monitoring block, Report of processed KPI to monitoring block
· Step 3: Monitoring block/ Monitoring comparison entity
· Spec impact: Transfer of monitoring decision to monitoring action entity.
· Step 4: Monitoring Response: 
· Spec impact: Transfer of monitoring decision to monitoring action entity.


	· CATT, CICTCI (R1-2402367)
Proposal 19: For case 1 and case 2a, the following options for the performance/model monitoring can be considered.
· Option 1:UE reports LCM decision/suggestion to LMF, which is determined based on monitoring result;
· Option 2:UE reports monitoring metric or triggered event to LMF, to facilitate LMF making LCM decision;
· Option 3: UE reports the information that assist LMF to derive monitoring metric, e.g. model input or model output, to facilitate LMF making LCM decision.
Proposal 20: For case 2b, UE reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring, to facilitate LMF making LCM decision.
Proposal 21: For case 3a, the following options for the performance/model monitoring can be considered.
· Option 1: gNB/TRP reports LCM decision/suggestion to LMF, which is determined based on monitoring result;
· Option 2: gNB/TRP reports monitoring metric or triggered event to LMF, to facilitate LMF making LCM decision;
· Option 3: gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. model input or model output, to facilitate LMF making LCM decision.
Proposal 22: For case 3b, gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring, to facilitate LMF making LCM decision.

	· Lenovo (R1-2402919)
Proposal 16: Support Model Performance Monitoring Type 1 (using Ground truth labels) and Type 2 (without ground truth labels) for all use cases. FFS any further specification impacts.

	· Samsung (R1-2402492)
[bookmark: _Hlk158121558]Proposal 15: RAN1 considers the model output based, model input based and other (measurement) based monitoring metrics. 
[bookmark: _Hlk158121547]Proposal 17: RAN1 considers the monitoring metric related threshold to be configured, dependent on the monitoring metric content. 
[bookmark: _Hlk158121540]Proposal 18: RAN1 supports the signalling for the monitoring refence signal configuration, monitoring measurement and its report.
[bookmark: _Hlk158121519]Proposal 19: monitoring outcome determination could be based on one time metric or multiple time metrics. 
[bookmark: _Hlk158121494]Proposal 20: the post monitoring behaviour should be specified.

	· CMCC (R1-2402554)
Proposal 8: For performance monitoring is based on the ground-truth labels, further study method to obtain ground-truth label.
Observation 4: For performance monitoring without ground-truth label, specify detail method for monitoring metric may be difficult.
Proposal 9: For AI/ML based positioning, the relationship between model monitoring and positioning integrity can be considered.

	· Fujitsu (R1-2402787)
Case 1
Proposal 11 Label-based model monitoring metrics deriving for Case 1 can be realized via specification-transparent way.
Proposal 12 No strong need to study specification enhancement to support label-free model monitoring metrics deriving for Case 1, since the training data statistics are available inside UE or UE-side OTT server.
Proposal 13 For case 1, UE is responsible for the metrics deriving of model monitoring.
Case 3a
Proposal 15 Study the candidate schemes for Case 3a label-based model monitoring including:
· Alternative-1: gNB derives monitoring metrics if labels are available in gNB.
· Alternative-2: LMF provides ground truth labels or related information to gNB.
Proposal 16 Label-free monitoring for Case 3a may not have RAN1 specification impact.

Case 3b
Proposal 17 The potential assistance information/measurement report may be data collection procedure related; the details may need to be discussed in RAN2/3 to support case 3b model monitoring.


	· Fraunhofer (R1-2402039)
Proposal 2: 	Support UE-sided models to inform the network on the monitoring event that triggered a request to switch functionality or an update of the supported functionalities.
Proposal 5: 	Consider a sequential monitoring process: upon identifying of a potential issue through early metrics, activate a broader set of monitoring metrics to confirm the presence of the issue.
Proposal 6: 	For functionality/model monitoring, support diverse monitoring configurations encompassing:
· Offering options for event-based or scheduled monitoring in different time intervals, with the flexibility to adjust the monitoring frequency.
· Providing customization for reporting detail, notifying monitoring entity on the level of detail in monitoring reports.
· •	Supporting different methods of generating ground truth labels for monitoring purposes, with varying quality of labels.

	· MediaTek (R1-2402799)
Proposal 4-1: For LMF side model, consider the legacy performance as benchmark for performance monitoring
Proposal 7-9: Support UE to request TRP coordinate under UE based positioning with direct AI/ML method if NW is not provided. In this way, the UE may perform the model monitoring, and calibrate the results between the legacy and the direct AI methods

	· ZTE, Pengcheng laboratory (R1-2402264)
[bookmark: _Ref20170][bookmark: _Ref162377047]Proposal 16: For direct AI/ML model monitoring, Option 1 should be supported considering model monitoring criteria and UE’s capability.
· Option 1: Model monitoring is performed at LMF (for LMF side and/or UE side model). 
· For LMF side model, UE is required to report legacy positioning results for model monitoring
· For UE side model, UE is required to report legacy and AI/ML positioning results for model monitoring
· Option 2: Model monitoring is performed at UE (for UE side model).
· LMF needs to send location information to UE for model monitoring
[bookmark: _Ref20174]Proposal 17: For AI/ML assisted model monitoring, the following options can be considered:
· Option 1: Model monitoring is performed based on AI/ML inference output, i.e., intermediate features. 
· Option 2: Model monitoring is performed based on estimated UE’s location according to AI/ML inference output. 


	· OPPO (R1-2402317)
Proposal 16: For functionality/model performance monitoring, Rel-19 is NOT to specify dedicated specification enhancement for the mechanism without ground-truth labels
· Functionality/model performance monitoring without ground-truth labels can be done by implementation without any specification enhancement
· Note: we also categorize some mechanisms based on “the approximate ground-truth label” in to that without ground-truth labels.
Proposal 17: For UE-based positioning with UE-side model (Case 1), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring
· Functionality/model performance monitoring can be done by UE implementation without impact on air interface
Proposal 18: For UE-assisted/LMF based positioning with UE-side model (Case 2a), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring
· Functionality/model performance monitoring can be done by UE implementation without impact on air interface
Proposal 19: For UE-assisted/LMF based positioning with LMF-side model (Case 2b), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring at LMF
· Functionality/model performance monitoring can be done by LMF implementation without impact on air interface

Proposal 20: For NG-RAN node assisted positioning with gNB-side model (Case 3a), in order to facilitate ground-truth-label-based functionality/model performance monitoring at gNB, support the enhancement on NRPPa signaling to enable the delivery of the ground-truth label or the information that can derive the ground-truth label from LMF to gNB
· Functionality/model performance monitoring can be done by gNB implementation 

Proposal 21: For NG-RAN node assisted positioning with LMF-side model (Case 3b), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring at LMF
· Functionality/model performance monitoring can be done by LMF implementation without impact on NRPPa signaling


	· Xiaomi (R1-2402650)

Case 1
Proposal 31: For performance monitoring in Case 1
· The performance metric calculation can be performed on UE side
· The LCM decision making can be performed by UE side

Proposal 32: Further study the following two options for the case that UE make the LCM decision in Case 1
· Option 1: UE make the LCM decision based on UE’s implementation and then report the LCM decision to LMF
· Option 2: LMF provide a performance monitoring metric threshold, UE could make the LCM decision by comparing the calculated performance metric and the configured threshold. 
·  Standardization effort is needed for the performance metric definition
Case 3a
Proposal 33:
· For input-based performance monitoring
· gNB calculates the performance metric and makes the LCM decision for the assisted positioning with multi-TRP construction
· gNB calculates the performance metric and LMF makes the LCM decision for assisted positioning with single TRP construction
· Standardization effort is needed for the performance metric definition and report 
· For ground truth-based performance monitoring 
· LMF calculates the performance metric and makes the LCM decision 
Case 3b
Proposal 34: Before receiving the request from other WG, there is no need for RAN1 to study the assistance information for performance monitoring



	· Interdigital R1-2402913
Proposal 26: For Case 1, support reporting of an AIML model training outcome, RMSE (Root Mean Square Error) result, to the network

	· Apple R1-2402870
Proposal 22: the default option is for the monitoring to occur at the entity with the AI/ML model. 
· FFS: other monitoring entities
Proposal 23: Generic Monitoring Procedure:
· Step 1: Monitoring measurement setup and triggering of measurement entity. 
· Spec Impact: Higher layer trigger in LPP (between UE and LMF) or NRPPa (between gNB and LMF), Scenario change assistance information.
· Step 2: Statistics block/KPI generation/metric estimator	
· Spec Impact: Report of processed measurement to monitoring block, Report of processed KPI to monitoring block
· Step 3: Monitoring block/ Monitoring comparison entity
· Spec impact: Transfer of monitoring decision to monitoring action entity.
· Step 4: Monitoring Response: 
· Spec impact: Transfer of monitoring decision to monitoring action entity.


	· NVIDIA R1-2402847
Proposal 4: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.
Proposal 5: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model performance monitoring and model update/tuning, including monitored metrics, triggers for model update, dedicated reference signals, measurements, and feedback report.

	· Mediatek R1-2402799
  Proposal 4-1: For LMF side model, consider the legacy performance as benchmark for performance monitoring

	· Fujistsu R1-2402787
Proposal 11 Label-based model monitoring metrics deriving for Case 1 can be realized via specification-transparent way.
Proposal 12 No strong need to study specification enhancement to support label-free model monitoring metrics deriving for Case 1, since the training data statistics are available inside UE or UE-side OTT server.
Proposal 13 For case 1, UE is responsible for the metrics deriving of model monitoring.
Proposal 14 Further details of LCM such as functionality/model identification is necessary to down select the alternatives of decision-making procedures for case 1.
Proposal 15 Study the candidate schemes for Case 3a label-based model monitoring including:
· Alternative-1: gNB derives monitoring metrics if labels are available in gNB.
· Alternative-2: LMF provides ground truth labels or related information to gNB.
Proposal 16 Label-free monitoring for Case 3a may not have RAN1 specification impact.
Proposal 17 The potential assistance information/measurement report may be data collection procedure related; the details may need to be discussed in RAN2/3 to support case 3b model monitoring.

Proposal 24 No efforts are expected to study specification impact for model transfer/delivery for AI/ML positioning in R19


	· Xiaomi R1-2402650
Proposal 31: For performance monitoring in Case 1
· The performance metric calculation can be performed on UE side
· The LCM decision making can be performed by UE side

Proposal 32: Further study the following two options for the case that UE make the LCM decision in Case 1
· Option 1: UE make the LCM decision based on UE’s implementation and then report the LCM decision to LMF
· Option 2: LMF provide a performance monitoring metric threshold, UE could make the LCM decision by comparing the calculated performance metric and the configured threshold. 
·  Standardization effort is needed for the performance metric definition

Proposal 33:
· For input-based performance monitoring
· gNB calculates the performance metric and makes the LCM decision for the assisted positioning with multi-TRP construction
· gNB calculates the performance metric and LMF makes the LCM decision for assisted positioning with single TRP construction
· Standardization effort is needed for the performance metric definition and report 
· For ground truth-based performance monitoring 
· LMF calculates the performance metric and makes the LCM decision 
 
Proposal 35: Confirm the necessity of assessment/monitoring of inactive models / functionalities, with the following assumptions as the starting point:
· One way to monitor inactive models/functionalities is by activating them and reusing mechanisms defined for monitoring of active models/functionalities.
· The following aspects may be considered for further study or in WI to assess the applicability and expected performance of an inactive model/functionality:
· Configuring an AI/ML model for monitoring without activation (e.g., monitoring-only mode without reporting predicted beams in BM Case 1 and 2)
· Dataset delivery from the network to the UE for assessment/monitoring of the applicability and expected performance of the model/functionality.
· NW may provide performance criteria/preference for UE’s model selection.
· Other aspects are not precluded for further study or specification.


	· CMCC R1-2402554
Proposal 8: For performance monitoring is based on the ground-truth labels, further study method to obtain ground-truth label.
Proposal 9: For AI/ML based positioning, the relationship between model monitoring and positioning integrity can be considered. 

	· Samsung R1-2402492
Proposal 2: RAN1 considers the trigger conditions for enabling AI/ML based method for positioning, including potential model applicable conditions or the environment(channel) applicable conditions.
Proposal 12: using current PRS/SRS configuration framework as starting point and identify the necessary change for LCM operation.
Proposal 15: RAN1 considers the model output based, model input based and other (measurement) based monitoring metrics. 
Proposal 16: RAN1 considers the monitoring entity as UE/TRP/LMF for UE side model, TRP, LMF for TRP side model, LMF for LMF side model.
Proposal 17: RAN1 considers the monitoring metric related threshold to be configured, dependent on the monitoring metric content. 
Proposal 18: RAN1 supports the signalling for the monitoring refence signal configuration, monitoring measurement and its report.
Proposal 19: monitoring outcome determination could be based on one time metric or multiple time metrics. 
Proposal 20: the post monitoring behaviour should be specified.


	· CATT R1-2402367
Proposal 19: For case 1 and case 2a, the following options for the performance/model monitoring can be considered.
· Option 1:UE reports LCM decision/suggestion to LMF, which is determined based on monitoring result;
· Option 2:UE reports monitoring metric or triggered event to LMF, to facilitate LMF making LCM decision;
· Option 3: UE reports the information that assist LMF to derive monitoring metric, e.g. model input or model output, to facilitate LMF making LCM decision.
Proposal 20: For case 2b, UE reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring, to facilitate LMF making LCM decision.
Proposal 21: For case 3a, the following options for the performance/model monitoring can be considered.
· Option 1: gNB/TRP reports LCM decision/suggestion to LMF, which is determined based on monitoring result;
· Option 2: gNB/TRP reports monitoring metric or triggered event to LMF, to facilitate LMF making LCM decision;
· Option 3: gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. model input or model output, to facilitate LMF making LCM decision.
Proposal 22: For case 3b, gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring, to facilitate LMF making LCM decision.

	· ZTE (R1-2402264)
Proposal 15: For LMF-side model, whether assistance information is required for model monitoring depends on whether LMF has prior information on UE/PRU’s location:
· If LMF has prior information on UE/PRU’s location, there’s no need to let UE/PRU/gNB send any assistance information.
· If LMF doesn’t have prior information on UE/PRU’s location, LMF can request UE to report legacy positioning result as ground truth label for model monitoring. 
Proposal 16: For direct AI/ML model monitoring, Option 1 should be supported considering model monitoring criteria and UE’s capability.
· Option 1: Model monitoring is performed at LMF (for LMF side and/or UE side model). 
· For LMF side model, UE is required to report legacy positioning results for model monitoring
· For UE side model, UE is required to report legacy and AI/ML positioning results for model monitoring
· Option 2: Model monitoring is performed at UE (for UE side model).
· LMF needs to send location information to UE for model monitoring
Proposal 17: For AI/ML assisted model monitoring, the following options can be considered:
· Option 1: Model monitoring is performed based on AI/ML inference output, i.e., intermediate features. 
· Option 2: Model monitoring is performed based on estimated UE’s location according to AI/ML inference output. 



	

1st round discussion
Based on the proposals and the evaluation results submitted, the following proposals are provided.

Proposal 6.1.2-1
For model performance monitoring of AI/ML positioning Case 1, both label-based and label-free monitoring are supported.  The target UE performs model performance metric calculation.
· If using label-based monitoring, information on ground truth label is provided by LMF to the target UE via LPP.
· If using label-free monitoring, no specification impact is expected for supporting model performance metric calculation.

	
	Company

	Support
	Apple, InterDigital (support only label-based monitoring part), LG, DCM

	Not support
	ZTE, HwHiSi



	Company
	Comments

	ZTE
	Our preference is let LMF perform model monitoring for UE-side model. 

	Mtk
	1, for label based monitoring, any measurement sent by UE to LMF for LMF to further derive the label (UE location) is considered?

	CATT, CICTCI
	Similar question as MTK.

	Intel
	Same question as MTK.

	Fujitsu
	For label-free monitoring, if LMF configure performance request is assumed, there may be some specification impact on model performance metric calculation. We may no need to exclude such possibility right now.

	HW/HiSi
	For label-based monitoring, we should follow what we are going to agree for training data collection, which is still an open discussion.
For Case 1, the label generation entity is the PRU and the training as terminated at the UE-side, e.g. OTT server. The monitoring can also be performed there. There is no need for LMF to acquire the labels and to send them to the target UE, which may not even be the entity performing the monitoring.

	NEC
	Basically, we support both label-based monitoring and label-free monitoring. 
For this proposal, it is unclear for us that what the ‘information on ground truth label’ means. It is appreciated more explanations can be provided for it.

	TCL
	Same question as MTK

	Qualcomm
	For the second bullet on label-free monitoring, we share different view.  If model drift is encountered because of changes in NW conditions (e.g., change in NW sync error, NW TX timing error, NW TX power, TRP locations, etc.), then there should be signaling to indicate these conditions. Then, the second bullet should not give impression that label-free is completely spec-transparent.  

	OPPO
	For label-based monitoring, It needs to be clarified how LMF obtains the ground truth label of the target UE.




Proposal 6.1.2-2
For model performance monitoring of AI/ML positioning Case 3a, both label-based and label-free monitoring are supported. The NG-RAN node performs model performance metric calculation.
· If using label-based monitoring, information on ground truth label is provided by LMF to the NG-RAN node via NRPPa.
· If using label-free monitoring, no specification impact is expected for supporting model performance metric calculation.

	
	Company

	Support
	Apple, InterDigital (support only label-based monitoring part), LG, CATT/CICTCI, DCM, TCL

	Not support
	HwHiSi



	Company
	Comments

	Hw/HiSi
	gNB can obtain labels (if needed) via implementation, e.g. from OAM



Model performance monitoring entity
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Apple (R1-2402870)
Proposal 22: the default option is for the monitoring to occur at the entity with the AI/ML model. 
· FFS: other monitoring entities


	· Apple (R1-2402870)
Proposal 26: For both LMF-side model and UE-side models, assistance information is needed.
· Assistance information can be used to match the network conditions between training data collection, inference and monitoring
· New support needed to support assistance information transfer 
· Use LPP/NRPPa to transfer assistance data between PRU/UE, gNB and LMF


	· Samsung (R1-2402492)
[bookmark: _Hlk158121552]Proposal 16: RAN1 considers the monitoring entity as UE/TRP/LMF for UE side model, TRP, LMF for TRP side model, LMF for LMF side model.


	· NTT DOCOMO (R1-2403233)
Proposal 9: For performance monitoring of AI/ML based positioning, at least support LMF as the entity which makes decision of upcoming operations (e.g., functionality activation/deactivation/update/switching, fallback operation). 
· For case 1/2a and 3a, the inference output information or the calculated performance metric should be reported to LMF by UE and gNB respectively.
· For case 1 and 2a, NW indicates UE to trigger corresponding procedures (e.g., activation/deactivation, switching, update, fallback).
Proposal 10:
For case 1 and 2a, when monitoring entity is UE, UE calculates monitoring metric following NW indication.
· The indication includes at least model/functionality information (e.g., associated with an ID), and performance metrics/threshold.




Assistance data for model performance monitoring
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Huawei, HiSilicon  R1-2402024
Proposal 15: For model monitoring in Case 3a, the gNB calculates the metric and makes the monitoring decision. Applicable cases may include e.g., the label-free and label-based model monitoring case for Case 3a. 
Proposal 16: The LMF can indicate assistance information, e.g., threshold criterion, to the gNB for the calculation of the monitoring metric or to facilitate the calculation of the monitoring metric and/or monitoring decision at the gNB.
[bookmark: _Hlk163058882]Proposal 17: For model monitoring in Case 3b, no further assistance information or measurement report in addition to inference is required to be sent to the LMF.
[bookmark: _Hlk163058892]Proposal 18: For model monitoring in Case 2b, no further assistance information or measurement report is required to be sent to the LMF.


	· Qualcomm (R1-2403183)
Proposal 13: In AI/ML positioning monitoring for Case1/2a, the following assistance information are required from LMF to UE:
· LMF provides label information for UE-side monitoring
· Case1, e.g., LMF generates approximate ground truth UE location coordinates and provides it to UE
· Case2a, e.g., LMF generates approximate ground truth LOS indicator or timing info and provides it to UE
· LMF provides assistance data for UE-side monitoring
· Case1, e.g., UE generates approximate ground truth UE location coordinates with assistance data provided by LMF
· Case2a, e.g., UE generates approximate ground truth LOS indicator or timing info with assistance data provided by LMF.

Proposal 15: In AI/ML positioning monitoring for Case2b/3b, prioritize existing LPP/NRPPa information and measurements for performance monitoring of LMF-side models.

	· CEWIT R1-2403052
Proposal 1 : Statistics of training/inference data from UE/PRU (in Case 2b) and gNB( in Case 3b)  to be send along with the collected data to LMF as assistance information through LPP and NRPPa signalling respectively for Label free model monitoring.

	· vivo (R1-2402231)
Proposal 10:	For performance monitoring, assistance information provided for LMF-side model may include:
-	The SNR/SINR can be reported from UE or gNB
-	UE’s location obtained by other positioning methods can be provided from UE
-	PRU location can be provided from PRU 
-	Other information if justified to be useful for performance monitoring, such as UE’s motion state information

Proposal 11:	LMF can provide some assistance information to UE/gNB for UE/gNB side model monitoring, including
-	Hardware implementation related information, e.g., NW synchronization error
-	Estimated locations of UE
-	Thresholds of monitoring metrics 
Proposal 12:	To support the reporting of calculated monitoring metrics to LMF, monitoring metric should be predefined to ensure the alignment of understanding between UE/gNB and LMF.

	· Nokia, R1-2402997  
Proposal 14: For UE/gNB-side models, performance metric without ground truth may consist of:
 confidence level associated with model inference output, e.g., UE location estimate,
 statistics of measurement(s) compared to the statistics of measurements in the training data set,
 standard deviation as monitoring metric based on the historical/buffered inference output.
Proposal 15: For UE-side models, necessary data for monitoring without ground truth consists of i) statistics of the measurements corresponding to inference input, i.e., RSRPP measurements; ii) historical/buffered inference output (UE location); and iii) characteristics (e.g., statistics) of training data.
Proposal 16: For monitoring LOS/NLOS classification, LMF may assist UE and gNB by evaluating their channel classification parameters, e.g., channel features used for classification.
Proposal 17: For monitoring UE-side models, LMF may request UE to derive a performance monitoring metric, and UE reports the derived performance metric to LMF.
Proposal 18: For monitoring UE-side models with ground truth, for UE to derive monitoring metric, LMF may provide UE necessary data for monitoring, which contains ground truth (UE location) including quality indicator of ground truth and associated measurements (e.g., measurements collected from PRU(s)).
Proposal 19: For monitoring UE-side models with ground truth, for LMF to derive monitoring metric, UE reports to LMF its output of inference that is performed using measurements (e.g., RSRPP). Similar type of measurements are provided to LMF and collected from PRU(s). In addition, LMF compares the UE inference output with PRU ground truth labels associated with these measurements.
Proposal 20: For monitoring UE-side models without ground truth, for UE to derive monitoring metric, LMF may provide UE necessary data for monitoring.
Proposal 21: For monitoring UE-side models without ground truth, for LMF to derive monitoring metric, UE may provide LMF necessary data for monitoring, which may contain:
 statistics of UE measurements (e.g., RSRPP),
 standard deviation of UE inference output (e.g., UE location estimation in Case 1). 

Proposal 22: RAN1 to consider only the measurement reporting from UE/PRU or gNB to LMF to assist on the performance monitoring for LMF-side model cases.
Proposal 23: RAN1 to consider that whether/what assistance information is sent from UE/PRU or gNB to LMF for performance monitoring of LMF-side model, the final decision on using such assistance is up to the LMF. 


	· Sony (R1-2402958)
Proposal 9: In order to support AI/ML model update (e.g., in case 1), the AI/ML server/management (e.g., LMF) sends criteria (e.g., parameters for performance evaluation, thresholds) to the UE/gNB performing AI/ML model inference.
Proposal 10: UE or gNB to provide an indication of AI/ML model validity to the AI/ML server/management (e.g., LMF).

	· NVIDIA (R1-2402847)
Proposal 5: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model performance monitoring and model update/tuning, including monitored metrics, triggers for model update, dedicated reference signals, measurements, and feedback report.


	· Interdigital (R1-2402913)
Proposal 29: For Case 3b, specification enhancement is not needed for assistance information and/or measurement report sent from UE/PRU and/or gNB to LMF to assist LMF for the performance monitoring.

	· Apple R1-2402870
Proposal 16: For model monitoring, the following elements shall be specified:
· Ground truth label, 
· Measurement (corresponding to model input), 
· Quality indicator (for and/or associated with ground truth label and/or measurement at least for model training), 
· RS configuration(s), 
· Time stamp, 
· other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.). For example, a change in a TRP configuration known by the network could enable the UE to know that it should trigger the monitoring procedure. 
Proposal 26: For both LMF-side model and UE-side models, assistance information is needed.
· Assistance information can be used to match the network conditions between training data collection, inference and monitoring
· New support needed to support assistance information transfer 
· Use LPP/NRPPa to transfer assistance data between PRU/UE, gNB and LMF
Proposal 27: Case specific Assistance Signaling for UE/gNB-side model
· LMF side Model: Assistance signalling from UE/PRU for network-side model monitoring (case 2b, 3b)
· scenario change, Trigger LMF monitoring, Information on label and quality (case 2b, case 3b).
· Update of both LPP and NRPPa.
Proposal 28: Case specific Assistance Signaling for LMF-side model
· UE/gNB-side model: Assistance signalling from LMF to UE/PRU/gNB for UE/gNB-side model monitoring (case 1, 2a, 3a)
· Scenario change, LOS/NLOS condition, UE monitoring trigger.
· signalling to indicate condition reached or action taken e.g. fallback (case 1, 2a)
· Update of both LPP and NRPPa.


	· Fujitsu R1-2402787
Proposal 27 Study which PRS/SRS configuration parameters can be used as the indicator of training/inference consistency and how to specify them.

	· Xiaomi R1-2402650
Proposal 26: Support additional condition alignment is beneficial for both model-based LCM and functionality-based LCM in AI-based positioning use case
Proposal 27: RAN1 further investigates the necessity and feasibility for the following potential network additional conditions
· Scenario/site information
· Measurement configuration
· Network synchronization error
· Antenna information

Proposal 28: Support indication of the network additional condition and unified indication mechanism should be strived for in all cases
Proposal 29: For the indication of additional condition, virtual category and/virtual ID can be defined in specification while how to associate with the virtual category and/or virtual ID is up to implementation
Proposal 30: Consider solutions to keep consistency regarding UE additional condition for network side model

	· Xiaomi R1-2402650
Proposal 34: Before receiving the request from other WG, there is no need for RAN1 to study the assistance information for performance monitoring




Model identification and model functionality
Model identification, model ID
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Huawei, HiSilicon  R1-2402024
[bookmark: _Hlk163058921]Proposal 19: Defer discussion on model-ID based LCM in 9.1.2 until end of Q3/2024, since its necessity still is under discussion in 9.1.3.3 and in RAN2.


	· Qualcomm R1-2403183
Proposal 1: For Rel-19 AI/ML positioning Case1/2a, deprioritize NW-side training and model transfer (at least model transfer Cases z2, z4, and z5). 


	· Sony R1-2402958
Proposal 6: Support model transfer operation from server node (e.g., LMF) to UE/gNB to support AI/ML-assisted positioning.
Proposal 7: Define the AI/ML model structure and parameters for model transfer to support AI/ML-assisted positioning.

	· Samsung R1-2402492
Proposal 3: in addition to the entity where the model is deployed, the network can decide or /assist to decide the model used at UE side, the LMF can decide and LMF/UE can assist to decide the model used at TRP side, the TRP/UE can assist to decide the model used at LMF side.
Proposal 4: RAN1 supports the indication of determined model from one entity to another entity
Proposal 5: RAN1 supports the indication of measurement related threshold/report/feedback and model applicable condition to assist the model determination from one entity to another entity


	· Apple (R1-2402870)
Proposal 30: Regarding LCM of AI/ML based positioning accuracy enhancement,
· Functionality based LCM: Applicable to a one-sided model without model transfer and should be used AI/ML based positioning. 
· For the UE sided model (Case 1 and case 2a) specification shall cover UE capability reporting using UE features and feature groups and help identify the capability of the AI/ML models including scenarios, positioning types (direct or AI-assisted AI-ML positioning), Measurement and Reporting capability and site/scenario/dataset specific capabilities. 
· For the network side models (case 2b, Case 3a and Case 3b), the specification shall cover the capability of UEs/PRUs on data collection.


	· NVIDIA (R1-2402847)

Proposal 8: For AI/ML based positioning, introduce specification support for additional conditions to be included in model description information during model identification.


	· Fujitsu (R1-2402787)
Observation 8 Applicable-area-information exchange between NW and UE is needed for model validation checking before activation. 
Proposal 25 Study Applicable-area-information identification and/or indication between NW and UE for UE-side model, including at least the following:
· Identification via UE capability report.
· Identification via the procedures other than UE capability report.


	· OPPO (R1-2402317)
Proposal 23: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), specify the UE capability signaling to report the supported configuration(s) associated with given functionality(ies)
•	E.g., DL-PRS resources capability, DL-PRS Processing capability, measurement capability
Proposal 24: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), UE can report the applicable functionalities by sending a ProvideCapabilities message to the LMF (namely, triggering the capability indication procedure of TS 37.355)
•	FFS: whether some enhancement is needed to reduce the signaling overhead

	· Xiaomi (R1-2402650)
Proposal 17: Support model identification for Case 1 and Case 2a
Proposal 18: Whether there is functionality identification / model identification-like procedure between gNB and LMF is up to RAN3



Model functionality, UE capability reporting
Companies’ view from contribution
In the following, selected inputs from companies’ contributions are provided. 
	· Huawei, HiSilicon  R1-2402024
[bookmark: _Hlk163058926]Proposal 20: Support functionality-based LCM for UE-side model of Case 1/2a.


	· Qualcomm R1-2403183
Proposal 16: In UE-side AI/ML positioning, support the following capability information for conveying conditional support by UE:
· Area/spatial validity of supported AI/ML positioning (Case1/2a)
· Timing validity of supported AI/ML positioning (Case1/2a)
· PRS processing and resource configurations of supported AI/ML positioning (Case1/2a)
· PRS measurement reporting of supported AI/ML positioning (Case2a).


	· ETRI R1-240312
Proposal 6: For Case 3a, a new procedure needs to be defined to inform the LMF of the gNB capability of AI/ML assisted positioning.


	· Nokia, R1-2402997
Proposal 36: For UE-sided models, UE may report applicable functionalities to LMF. However, the final functionality decision is up to the LMF.
Proposal 37: For all use cases (e.g., Cases 1, 3a, 3b) LMF is the only entity to determine functionality decision (e.g., functionality switching, selection, (de)activation, fallback) based on monitoring outcome.


	· Lenovo (R1-2402919)
Proposal 17: Further study model-ID-based LCM or functionality-based LCM and consider outcomes in the RAN2 study for the Positioning use case, where applicable.


	· NVIDIA (R1-2402847)

Proposal 6: For AI/ML based positioning, introduce specification support for UE capability signalling including model training, model inference and model monitoring.
Proposal 7: For AI/ML based positioning, introduce specification support for conditions of a Feature/FG available for functionality.


	· NTT DOCOMO (R1-2403233)
Proposal 1: For AI/ML based positioning, to guarantee the consistency of PRS, following impacts can be considered:
· Consistency flag and/or data collection configuration ID can be configured within PRS related configuration.
· Validity area is configured/indicated, where PRS can be assumed to be consistent within a validity area.
Proposal 2: For AI/ML based positioning, UE reports the following capability:
· Inference output, e.g., UE location, LOS/NLOS indication, ToA, etc. 
· Necessary measurements information and/or assistance information for inference
· PRS configuration for necessary measurement
· The consistency indication, e.g., data collection configuration ID, consistency ID, if identified
· Validity area, if identified  
Proposal 3: The functionality activation/deactivation/switching of a UE side or gNB side functionality (i.e., case1, 2a or 3a) can be configured/ indicated by LMF via LPP or NRPPa, respectively.

	· ETRI (R1-2403012)
Observation 2: In Case 1, the AI/ML positioning capability of the UE can be informed to the LMF using either the Capability Transfer process or the Capability Indication process of the existing LPP protocol.
Proposal 6: For Case 3a, a new procedure needs to be defined to inform the LMF of the gNB capability of AI/ML assisted positioning.

	· Fraunhofer (R1-2402039)
Proposal 7: 	For all positioning use cases, functionality management is provided by the NW (LMF).
Proposal 8: 	Provide inference time information associated with the UE-/NG-RAN node-side AI/ML models for adaptive functionality management by the LMF.
Proposal 10: 	The NW configures several functionalities at the UE/gNB and provides a configuration for functionality switching, depending on specific parameters or thresholds. The configuration is updated on demand, based on dynamic radio conditions and UE capability.


	· OPPO (R1-2402317)
Proposal 22: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a)
· The functionality/model can be activated or disactivated by LPP signaling, which is the same as the legacy positioning procedure
· UE can autonomously deactivate the AI operations and fall back to the legacy operations
· UE reporting includes some field/IE to indicate whether the results are based on legacy operation or AI model output.

Proposal 23: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), specify the UE capability signaling to report the supported configuration(s) associated with given functionality(ies)
· E.g., DL-PRS resources capability, DL-PRS Processing capability, measurement capability
Proposal 24: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), UE can report the applicable functionalities by sending a ProvideCapabilities message to the LMF (namely, triggering the capability indication procedure of TS 37.355)
· FFS: whether some enhancement is needed to reduce the signaling overhead


	· Xiaomi (R1-2402650)
Proposal 16: Support functionality identification for Case 1 and Case 2a
Proposal 19: Categorize the AI/ML feature from the following 3 aspects for AI-based positioning
-	Output type of the AI models
-	The location where AI models are deployed
-	The positioning RS type i.e., SRS-based or PRS-based
Proposal 20: At least measurement related aspects e.g., PRS bandwidth, TRP configuration can be considered as conditions to categorize the AI/ML functionality
Proposal 21: Support UE directly report the applicable functionality/model via e.g., an identifier.
Proposal 22: Applicable functionality/model report can be supported in both the case that associated AI/ML feature is enabled and the case that associated AI/ML feature is not enabled


	· Interdigital R1-2402913
Proposal 24: Granularity of functionality for an AIML model for AIML positioning can be defined by PRS configurations (e.g., TRP ID, frequency layer ID, cell ID)
Proposal 25: For UE-side model, the UE should notify the network if there are any changes to the model

	· Apple R1-2402870
Proposal 30: Regarding LCM of AI/ML based positioning accuracy enhancement,
· Functionality based LCM: Applicable to a one-sided model without model transfer and should be used AI/ML based positioning. 
· For the UE sided model (Case 1 and case 2a) specification shall cover UE capability reporting using UE features and feature groups and help identify the capability of the AI/ML models including scenarios, positioning types (direct or AI-assisted AI-ML positioning), Measurement and Reporting capability and site/scenario/dataset specific capabilities. 
· For the network side models (case 2b, Case 3a and Case 3b), the specification shall cover the capability of UEs/PRUs on data collection.

Proposal 31: For AI/ML based positioning, discussion on whether to have AI/ML specific capabilities and positioning capabilities combined or separated.

Proposal 32: Information covered by the UE capability may include:
· Positioning types (based on agreed on cases)
· Capability may include parameters such as the specific AI/ML case type.
· Measurement and Reporting capability: Reference signal configuration such as reference signal resources, measurement capability (for case 1, 2a and 2b) and measurement reporting capability (case 2a e.g. LOS/NLOS and 2b e.g. CIR, PDP, DP)
· Scenarios, site, or dataset specific information: As an example, site specific capabilities may be based on physical cell-IDs and even sub-site IDs to accommodate the scenario in which a cell may have to be supported by multiple different models due to differences within the cell. This may be sent as additional conditions for the AI/ML model. 
· Note that this may require an update to the capabilities procedure as discussed in RAN2
· Monitoring requirements such as ground truth labels and quality indicators


	· NVIDIA R1-2402847
Proposal 6: For AI/ML based positioning, introduce specification support for UE capability signalling including model training, model inference and model monitoring.
Proposal 7: For AI/ML based positioning, introduce specification support for conditions of a Feature/FG available for functionality.
Proposal 8: For AI/ML based positioning, introduce specification support for additional conditions to be included in model description information during model identification.

	· Fujistsu R1-2402787
Proposal 25 Study Applicable-area-information identification and/or indication between NW and UE for UE-side model, including at least the following:
· Identification via UE capability report.
· Identification via the procedures other than UE capability report.

	· Xiaomi R1-2402650
 Proposal 16: Support functionality identification for Case 1 and Case 2a
Proposal 17: Support model identification for Case 1 and Case 2a
Proposal 18: Whether there is functionality identification / model identification-like procedure between gNB and LMF is up to RAN3
Proposal 19: Categorize the AI/ML feature from the following 3 aspects for AI-based positioning
· Output type of the AI models
· The location where AI models are deployed
· The positioning RS type i.e., SRS-based or PRS-based
Proposal 20: At least measurement related aspects e.g., PRS bandwidth, TRP configuration can be considered as conditions to categorize the AI/ML functionality
Proposal 21: Support UE directly report the applicable functionality/model via e.g., an identifier. 
Proposal 22: Applicable functionality/model report can be supported in both the case that associated AI/ML feature is enabled and the case that associated AI/ML feature is not enabled
Proposal 36: The fallback mode including the non-AI positioning approach and related configuration are preconfigured to UE
Proposal 37: UE group-based LCM operation (e.g., model activation/deactivation/switch) can be considered



Other
Reference signal
	· NEC (R1-2402764)
Proposal 2:	Specific the gNB-initiate RS configuration request to facilitate model training/retraining/fine-tuning or ground truth based model monitoring at gNB side in Rel-19, at least for the case where data transfer is not supported.
Proposal 3:	Specific distinct RS configuration patterns for the different stage of the LCM, e.g., employing different time domain period for data collection between model training and model monitoring.

	· Google (R1-2402277)
Proposal 5: Support to configure multiple pathloss reference signals for power control for SRS for positioning
•	UE calculates the transmission power for the SRS based on the maximum pathloss measured from the pathloss reference signals

	· Fraunhofer (R1-2402039)
Proposal 1: 	Consider multi-port UL SRS support for AI/ML positioning.

	· ZTE, Pengcheng laboratory (R1-2402264)
[bookmark: _Ref162377003]Proposal 2: For the configuration of DL PRS and/or UL SRS for AI/ML based positioning, the following options can be considered:
· Option 1: AI/ML based positioning uses the same DL PRS/UL SRS configuration as current positioning methods.
· Option 2: AI/ML based positioning uses separate DL PRS/UL SRS configurations as current positioning methods. 




Model selection, model activation/deactivation
	· NVIDIA (R1-2402847)
[bookmark: _Hlk163814347]Proposal 4: For AI/ML based positioning, introduce specification support for assistance signalling and procedure for model configuration, model activation/deactivation, model recovery/termination, and model selection.


	· Samsung (R1-2402492)
[bookmark: _Hlk158121646]Proposal 2: RAN1 considers the trigger conditions for enabling AI/ML based method for positioning, including potential model applicable conditions or the environment(channel) applicable conditions.
[bookmark: _Hlk158121639]Proposal 3: in addition to the entity where the model is deployed, the network can decide or /assist to decide the model used at UE side, the LMF can decide and LMF/UE can assist to decide the model used at TRP side, the TRP/UE can assist to decide the model used at LMF side.
[bookmark: _Hlk158121631]Proposal 4: RAN1 supports the indication of determined model from one entity to another entity
Proposal 5: RAN1 supports the indication of measurement related threshold/report/feedback and model applicable condition to assist the model determination from one entity to another entity


	· Qualcomm (R1-2403183)
Proposal 17: For Case1/2a, LMF can request UE to activate, deactivate, fall back AI/ML positioning running at UE side.

	· Google (R1-2402277)
Proposal 2: Support the NW to provide side information for the UE to select the corresponding model, where the side information could include antenna type (omni-directional or directional) for each TRP, antenna radiation pattern, beam for PRS, location of each TRP and so on.



Proposals for online sessions
Proposals for Monday online sessions

Proposal 2.2.2-1
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to the existing UL RTOA reference time T0+tSRS as defined in TS 38.215. 

Proposal 4.1.2-1
For training data generation of AI/ML based positioning Case 1, the measurement related data (corresponding to model input) can be generated by:
· PRU
· Non-PRU UE

Proposal 4.1.2-2
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement related data (corresponding to model input) is generated by 
· TRP

Proposal 2.1.2-4A
For AI/ML based positioning, support at least sample-based measurements for determining model input, where the timing information is an integer multiple of sampling periods, and the measurement is the observed time domain channel at the reported sample times. 
· FFS: whether path-based measurements are additionally supported, and if so, how to support
	· Alternative A (sample-based measurement), 15 sources: vivo, CEWIT, Fujitsu, CATT/CICTCI, NEC, CMCC, Sony, ETRI, Google, Fraunhofer, Mediatek, ZTE/Pengcheng laboratory, OPPO, Ericsson
· Alternative B (path-based measurement), 4 sources: Huawei/HiSilicon, Qualcomm, Samsung, Interdigital
· Both/hybrid methods, 8 sources: Intel, TCL, Nokia, Apple, Lenovo, Nvidia, Xiaomi, CATT/CICTCI




Proposals for Tuesday morning online sessions
Conclusion:
· It is out of RAN1 scope to decide whether/how synthetic data and related entities are used in AI/ML based positioning. In RAN1 discussion, data (e.g., measurement data, label data) refer to physical data, not synthetic data.

Proposal 4.1.2-2A
For training data generation of AI/ML based positioning Case 3a and 3b, the measurement and its related data (e.g., timestamp) are generated by TRP, where the measurement is used to determine model input.

Proposal 4.1.2-1A
For training data generation of AI/ML based positioning Case 1, the measurement and its related data (e.g., timestamp) can be generated by PRU and/or Non-PRU UE, where the measurement is used to determine model input.

Conclusion 2.4.2-2B
For AI/ML based positioning for all use cases, there is no consensus in RAN1 to use phase information (in addition to timing information and power information) for determining model input.

Conclusion 2.4.2-2A
For Rel-19 AI/ML based positioning for all use cases, for determining model input, there is no consensus in RAN1 to support reporting phase information as a component of the triplet {timing information, power information, phase information} for CIR. 
Proposal 2.4.2-1
For Rel-19 AI/ML based positioning for all use cases, in terms of using phase information (in addition to timing information and power information) for determining model input, do not support using one phase value for the first path or first sample only.
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[bookmark: _Ref109630790]Appendix A. Agreements from RAN1#116
Model input
Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.


Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.


Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.



Model output of assisted positioning

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


Model monitoring

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 
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