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According to the approved WID for AI/ML based NR air interface[1], RAN1 discussion for the study of CSI compression for NR air interface was started in RAN1#116 under Rel-19 phase. Based on the discussion in RAN1#116, RAN1 made the following agreements for the AI/ML CSI compression.
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.


Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.
Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:
· Performance of the localized model that has similar or lower complexity as the benchmark model.
· Model complexity of the localized model that achieves similar or better performance as the benchmark model.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.

Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.


In this contribution, we discuss the technical issues and the related impacts of specifications on AI/ML based CSI compression for the NR air interface and provide our view.
[bookmark: OLE_LINK45][bookmark: OLE_LINK46]CSI compression
According to Rel-19 AI/ML WID’s guide, CSI compression schemes should be further studied for both UE-sided model band NW-sided model. In the following sections, we provide our view on the CSI compression schemes with potential performance improvements and CSI overhead reduction schemes based on the discussion from SI.
[bookmark: _Toc423020280][bookmark: _Ref37339923]CSI compression performance improvements and overhead reduction
During the discussions in Rel-18, a significant debate surrounding AI/ML-based CSI compression methods centered on the trade-off between performance, overhead reduction, and complexity. The conclusions drawn in TR 38.843 also highlight the need for further discussions on the trade-offs between performance and complexity/overhead. In the context of Rel-18 SI (Study Item) discussions, high-level observations documented in the TR indicated that AI/ML-based CSI compression exhibited superior performance in terms of mean User Plane Throughput (UPT) compared to the Rel-16 eType II Codebook (CB) when evaluated under 1-on-1 joint training and generalization Case 1. Notably, it was observed that the performance improvement became more pronounced as the Resource Utilization (RU) increased.
This finding underscores the potential of AI/ML techniques in enhancing CSI compression efficiency, particularly in scenarios with higher resource utilization. However, the observed benefits in performance come with considerations regarding the computational complexity and overhead associated with implementing such AI/ML-based solutions. These aspects necessitate a balanced approach, weighing the gains in network performance against the added complexity and potential increase in overhead.
	TR 38.843 [2]:
…
Based on the evaluation for CSI compression, the following high-level observations are provided:
-	From the perspective of basic performance gain over non-AI/ML benchmark, AI/ML based CSI compression outperforms Rel-16 eType II CB in general under 1-on-1 joint training and generalization Case 1, where 
o	0.2%~2%/-0.3%~6%/-4%~6% gains of mean UPT as shown in Figure 6.2.2.8-1 through Figure 6.2.2.8-3 are observed for Max rank 1/2/4, respectively, under RU≤39%.
o	0.1%~4%/-0.5%~10%/-1.8%~12.22% gains of mean UPT as shown in Figure 6.2.2.8-4 through Figure 6.2.2.8-6 are observed for Max rank 1/2/4, respectively, under RU40%-69%.
o	0.23%~9%/-0.2%~15%/-1%~17% gains of mean UPT as shown in Figure 6.2.2.8-7 through Figure 6.2.2.8-9 are observed for Max rank 1/2/4, respectively, under RU≥70%.


As described in the Work Item Description (WID), RAN1 is tasked with conducting further research on study items related to performance improvement for CSI compression. It appears necessary for companies to propose potential methods for enhancing performance and addressing the trade-off between complexity and overhead reduction at the outset of discussions. This approach would allow for a focused discussion on specific methodologies.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 


[bookmark: _Hlk159247600]Extending the spatial/frequency compression to Temporal-Spatial-Frequency (TSF) compression may be used to leverage the temporal correlation of channel information in the compression process. Temporal-Spatial-Frequency (TSF) compression involves leveraging the temporal correlation properties of the channel in the compression process. This method can enhance the performance of Spatial-Frequency (SF) compression. In TSF compression, past CSI is used alongside the current CSI to improve the performance of SF compression, contributing to overhead reduction and achieving the same reconstruction performance. Additionally, it considers how much improvement in reconstruction performance can be achieved at the same overhead as SF. SF compression can be viewed as a special case of TSF where prior information is neglected. TSF models may become more complex depending on how the prior information is utilized. This complexity can be addressed by employing AI/ML models with recurrent neural network architectures, such as Long Short-Term Memory (LSTM), where prior information may be incorporated at the encoder side, decoder side, or both. 
At the RAN1#116 meeting, there was an agreement on the categorization for evaluating the temporal domain aspect of AI/ML-based CSI compression as seen in section 1. This agreed-upon categorization fundamentally classifies based on whether past CSI information will be utilized at the encoder and decoder, whether the target is the current slot/multiple future slot(s), or whether CSI prediction information will be used. When evaluating the sub-cases that incorporate the temporal domain for CSI compression and prediction, key considerations include network performance enhancement, complexity and overhead management, and the practicality of implementation. From these perspectives, for compressing and reporting current CSI, the standalone report scheme as studied in Rel-18 is simple to implement and minimizes network complexity. Each CSI report is processed independently, mitigating the risk of error propagation while it may miss the opportunity for performance improvements through the temporal correlation, as it does not utilize historical CSI information. For differential reporting that depends on a past CSI information at a UE and/or gNB, it can support efficient CSI reporting by sending only the changes from a previous report particularly useful in environments with minimal variation. However, it would be risky when error propagation happed and heavily relies on the accuracy of the initial report. The system needs mechanisms to ensure the accuracy of previous reports.  Regarding the subcases corresponding to methods for predicting future CSI(s) and compressing it, it allows the network to allocate resources in advance, improving efficiency. This can enhance the network's responsiveness in highly dynamic environments while it would of-course increase the complexity and overhead of the prediction model where the accuracy of the predictions significantly impacts performance. Managing uncertainties becomes crucial in this case. When applying differential reporting method for predicting future CSI(s), the UE transmits only the differential information based on previous predictions, allowing for efficient CSI reporting. Prediction-based approaches can enhance the network's forecasting capabilities and overall performance.
In summary, utilizing the temporal domain in CSI compression and prediction for AI/ML based CSI compression would play a vital role in adapting to the dynamic environments of networks and optimizing performance. It is expected that prediction-based methods (Case 3 and 4), especially when prediction accuracy can be ensured, have the potential to significantly contribute to network performance and efficiency. However, this implies the need for careful consideration of prediction model complexity and accuracy, as well as overhead management. Conversely, other cases (cases 0, 1, 2 and 5) offer relatively simpler and more reliable implementations but may have limitations in leveraging temporal correlations. Therefore, the chosen method should be determined by considering the network's requirements, operational environment, and the balance between performance and complexity.
Proposal 1: It is proposed to consider prediction-based methods (Case 3 and 4) only when prediction accuracy can be ensured
양식의 맨 위
Localized model

The concept of localized models focuses on the development of AI/ML models specifically tailored for use within a defined local region, aiming at enhancing the performance-complexity trade-off in CSI compression. This approach is driven by the premise that channel samples from a localized area are more correlated—and thus more compressible—compared to samples from a broader area, due to spatial consistency. Localized models capitalize on the sparser distribution of precoders in a local setting, enabling more optimized PMI mapping for precoder information feedback.
During the RAN1#116 meeting, discussions were held regarding the evaluation methodology for localized models, and related agreements were reached. Fundamentally, when compared to global models, localized models are expected to outperform the global models trained on data from a wider area. This is because they are trained and inferred on data from the same local scenario, making them more tuned to the specific channel characteristics of that area.
In channel characteristic perspective, it contrasts the homogeneity assumed in statistical models, like the 3GPP spatial channel model, with the actual, potentially more variable, real-world channel characteristics. Real deployments might show even greater location-dependent variability, not fully accounted for by synthetic channel models. According to the related evaluation [3] where the comparison includes a baseline global dataset case and two localized scenarios (indoor and outdoor local datasets), the results demonstrate that localized models yield better accuracy (as measured by SGCS) than global models, for both simple and complex AI/ML model structures. Remarkably, a simple model trained on local data can nearly match the performance of a complex model trained on global data. Training on local data not only improves SGCS for the same model complexity but also allows achieving comparable SGCS with simpler models. This suggests significant benefits in terms of both efficiency and complexity reduction.
Proposal 2: Consider techniques and potential specification impact for the localized models with resolving at least the following issues:
· how to define the local region with specific boundaries with indoor/outdoor states for UEs 
· how to maintain the localized model when considering UE mobility

Inter-vendor training collaboration
The discussion on inter-vendor training collaboration focuses on exploring solutions to address the complexity of collaboration among various vendors in the use case of AI/ML-based CSI compression using a two-sided model. This collaboration necessitates the exchange of data samples and reference model information among vendors during the training, updating, and optimization processes of the model. In RAN1#116, the following options were agreed to be further studied and it analyses the pros and cons:
Option 1: Fully Standardized Reference Model (Structure + Parameters)
· Pros: Ensures interoperability and compatibility across different vendors by having all vendors use the same model, simplifying testing and validation, and lowering market entry barriers.
· Cons: A highly standardized approach could stifle innovation and limit the development of solutions optimized for specific regions or scenarios.
Option 2: Standardized Dataset
· Pros: Using a common training dataset allows models from different vendors to be evaluated and compared on a similar baseline, facilitating fair performance comparisons.
· Cons: If the dataset does not account for specific environments or conditions, there could be a discrepancy between model performance in real operational settings and the dataset.
Option 3: Standardized Reference Model Structure + Parameter Exchange Between NW-side and UE-side
· Pros: Standardizing the model structure while allowing parameter exchange enables vendors to innovate within the core structure of the model while maintaining interoperability.
· Cons: The process of exchanging parameters may raise concerns about data security and privacy, and could add complexity.
Option 4: Standardized Data/Dataset Format + Dataset Exchange Between NW-side and UE-side
· Pros: Standardizing and exchanging dataset formats enhance accessibility to training data, allowing vendors to optimize models for a broader range of scenarios and conditions.
· Cons: Exchanging datasets could increase costs and complexity due to large-scale data transfers and necessitates additional efforts to ensure data quality and relevance.
Option 5: Standardized Model Format + Reference Model Exchange Between NW-side and UE-side
· Pros: Facilitates collaboration between vendors by standardizing model formats and exchanging reference models, enabling vendors to develop and optimize their solutions based on the reference model.
· Cons: Exchanging reference models may lead to issues related to ownership and proprietary rights, and not all vendors may have the capacity to effectively utilize the reference model.
Each option addresses the balance between the need for interoperability, standardization, and maintaining innovation. The ideal approach would maximize interoperability among vendors while also providing enough flexibility for individual vendors to develop customized solutions for specific scenarios and requirements. The complexity of data and model exchanges, concerns about security and privacy, and the impact of standardized approaches on innovation are crucial considerations in making these decisions.
Proposal 3: Both option 1 and option 3 are slightly preferred since these options facilitate collaboration and compatibility among vendors and provide clarity and consistency through the standardization process without the issues related to ownership and proprietary rights
Conclusion
In this section, we summarize our proposals on study for AI/ML CSI compression as follows:
Proposal 1: It is proposed to consider prediction-based methods (Case 3 and 4) only when prediction accuracy can be ensured
Proposal 2: Consider techniques and potential specification impact for the localized models with resolving at least the following issues:
· how to define the local region with specific boundaries with indoor/outdoor states for UEs 
· how to maintain the localized model when considering UE mobility
Proposal 3: Both option 1 and option 3 are slightly preferred since these options facilitate collaboration and compatibility among vendors and provide clarity and consistency through the standardization process without the issues related to ownership and proprietary rights
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