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1. Introduction
At the RAN Plenary #102 meeting, the new WID on “Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” was approved [1]. This WID includes the objective regarding the use case of beam management as following.
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2

[bookmark: _Hlk99710673]In this contribution, the specification impacts on AI/ML for beam management are discussed based on each typical case.
2. Common aspects for UE sided model and NW sided model
2. Measurement sensitivity
Since DL beam prediction can estimate the best beam based on sparse beam measurements, measurements do not necessarily include ones associated with the best beam. Instead, covering a wide direction with a small number of beam measurements could be important for spatial domain beam prediction. On the other hand, measurement sensitivity should be considered in practical scenarios. 
If the SNR is lower than certain level, the measurement values are not reliable for model inputs. Given that the only measurements satisfying the measurement sensitivity are useful, UE should measure and report beams whose measurement value is larger than certain threshold. Fig.1 illustrates the measurement sensitivity issues. In this example, measurement values of beam#1, beam#2, and beam#3 are below the measurement sensitivity threshold. In that case, the measurement values cannot be used as inputs of beam prediction, even when UE attempts to measure those beams. As one of the motivations of beam prediction is to reduce the number of UE measurements, unnecessary measurements of Set B/C should be avoided. Considering that, RAN1 should discuss how to handle measurement sensitivity issue of Set B/C. 
Proposal 1: Discuss how to handle measurement sensitivity issue in the measurements of Set B/C.  
[image: ]
Figure 1. Measurement sensitivity issue in spatial domain beam prediction.
3. UE sided model aspects
3. Identification related aspect
Functionality/model identification is a procedure to have common understanding about UE supported functionalities/models between UE and NW. Functionality/model identification can be useful to ensure the consistency between training and inference. Since the consistency/association of Set A and Set B between training and inference is preferrable for beam prediction as captured in TR38.843 [2], functionality/model identification enabling the consistency/association of Set A and Set B should be introduced to enable beam prediction.
Proposal 2: Support model/functionality identification to enable consistency of Set A and Set B. 
At the RAN1#116 meeting, 3GPP-based model identification is categorized into the following five options according to the procedure [3].
Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded

Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring

General procedure for each MI-Option is summarized in Table 1, where the detail is discussed in our companion contribution [4].
Table 1. General procedure of model identification.
	Model identification option
	Procedure
	Beneficial use case

	MI-Option1 (Data collection configuration)
	Step1: NW configures data collection configuration with ID (e.g., model ID or data collection configuration ID)
Step2: After data collection and training, UE reports supported ID (e.g., model ID and/or data collection configuration ID) 
Step3: NW configures/indicates model ID among model IDs supported by UE
	One-sided model

	MI-Option2 (Model transfer)
	Step1: NW transfers model with model ID for certain functionality
Step2: UE reports supported model ID
Step3: NW configures/indicates model ID among model IDs supported by UE
	One-sided model
Two-sided model

	MI-Option3 (Dataset transfer)
	Step1: NW transfers dataset with ID (e.g., model ID or dataset ID) for certain functionality
Step2: After training, UE reports supported ID (e.g., model ID and/or dataset ID) 
Step3: NW configures/indicates model ID among model IDs supported by UE
	One-sided model
Two-sided model

	MI-Option4 (Standardized reference model)
	Step1: Reference model is standardized, where model ID is associated with each reference model
Step2: UE reports supported model ID
Step3: NW configures/indicates ID among IDs supported by UE
	Two-sided model

	MI-Option5 (Performance monitoring)
	Step1: NW configures performance monitoring configuration with ID (e.g., model ID or performance monitoring configuration ID)
Step2: UE reports supported ID (e.g., model ID and/or performance monitoring configuration ID) and associated performance
Step3: NW configures/indicates model ID among model IDs supported by UE
	One-sided model


The expected specification impact for MI-Option2-4 is larger than MI-Option 1, because MI-Option 2, 3 and 4 require model transfer, dataset transfer, and standardized reference model, respectively. Considering the workload in Rel-19, it is better to prioritize MI-Option 1 rather than MI-Option 2-4 for one-sided model. Also, MI-Option 5 may require large burden on UE monitoring to assess consistency. For this reason, MI-Option 1 like functionality/model identification should be supported for beam prediction.
Proposal 3: Support MI-Option 1 like model/functionality identification, considering the amount of specification impacts and UE burden on monitoring.
As proposed in Proposal 2, the consistency/association of Set A and Set B should be guaranteed. Regarding consistency of Set A and Set B, NW should inform to UE that Set A and Set B are consistent in some specific area/time. One practical approach is to configure consistency flag or model ID/data collection configuration ID within a resource set configuration. That way, UE can realize that Set A and Set B are consistent. The benefit of introducing model ID/data collection configuration ID instead of consistency flag is to enable UE to realize that the same Set A/B are deployed over different place/time, by which UE may reuse the same model over difference place/time. 
Proposal 4: Consistency of Set A and Set B should be guaranteed by configuration consistency flag or model ID/data collection configuration ID within a resource set configuration. 
The association between Set A and Set B should be aligned between UE and gNB. Especially, it is important to support mechanism enabling “gNB informs what Set A/B association is preferred by gNB”, “UE informs what Set A/B association UE is capable of beam prediction with”, and “gNB informs what Set A/B association UE should apply for inference”. Considering those aspects, the following procedure can be considered to align the association between Set A and Set B.
Step 1: UE reports general beam prediction capability.
Step 2: UE receives the message including configuration of Set A/B and request to report beam prediction capability/requirement corresponding to Set A/B.
Step 3: UE reports the beam prediction capability/requirement associated with ID corresponding to Set A and Set B.
Step 4: UE may be configured/indicated to report beam info of Set A based on Set B measurement.
In our view, the boundary between functionality identification and model identification is whether to introduce new AI/ML related ID, such as model ID, dataset ID, dataset configuration ID. For example, if ID corresponding to Set A and Set B in Step 3 is existing resource set ID, it belongs to functionality identification. On the other hand, if ID is model ID or dataset configuration ID, the procedure can be categorized into model identification.
Observation 1: Functionality identification and model identification can be differentiated according to whether new AI/ML related ID is introduced or not. 
3. Inference related aspect
At the RAN1#116 meeting, the agreement about reporting of inference results for BM-Case2 was made as follows [5].
Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.

Beam information and/or RSRP of predicted top K beam(s) were agreed to be supported as contents of inference result reporting, while the beam information representation and detail of reported RSRP is still FFS. Regarding beam information of predicted top K beam(s), CRI/SSBRI can be considered for representation, which follows the existing specification. 
Proposal 5: Beam information on predicted top K beam(s) should be represented by CRI/SSBRI to follow the existing specification.
When predicted top K beam(s) of Set A include Set B for BM-Case1, predicted RSRP should be naturally equal to measured RSRP. For this reason, it is not necessary to specify reporting measured RSRP instead of predicted RSRP, even when some of Set B are included in predicted top K beam(s) of Set A. Even if it is specified to report predicted RSRP, predicted RSRP should be equal to measured RSRP by UE implementation.
Proposal 6: Reported RSRP can be always predicted RSRP, where predicted RSRP should be naturally equal to measured RSRP when predicted top K beam(s) include Set B beam for BM-Case2.
Op top of Opt1 and Opt2, it is still controversial whether to support Opt3 and Opt4. In Opt3 and Opt4, UE reports the probability of top K beam(s) and the confidence information of predicted RSRP as inference results, respectively. However, in our view, these contents are more of performance information of beam prediction than inference results, and it should be discussed as contents of performance monitoring signalling.
Proposal 7: Since the probability of predicted top K beam(s) and the confidence of predicted RSRP represent the performance of beam prediction, the necessity of these information should be discussed in performance monitoring not in inference result reporting. 
At the RAN1#116 meeting, it was agreed that current CSI framework is a starting point for configuration of Set B measurement [5].
Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point

In the existing beam reporting, resources of measured beam (Set B) and resources of reported beam (Set A) are the same. As a result, configuring only resources for measurement is sufficient. However, some enhancements to configure Set A is necessary for beam prediction, because Set A and Set B are different. One solution is to configure a resource set whose predicted values are reported in addition to resources for measurements.  
Proposal 8: For inference, configuration of resources for predicted values should be introduced. 
Temporal beam prediction predicts the future beam quality based on measurements at multiple time instances. Then, multiple CSI-RS resource occasions are associated with a single reported content, which is the same as Rel-18 type II doppler CSI reporting. In our view, it is better to reuse multiple CSI-RS resource occasion association for Rel-18 type II doppler CSI reporting even in beam prediction, as long as it is applicable.
Proposal 9: Reuse multiple CSI-RS resource occasion association for Rel-18 type II doppler CSI reporting, if applicable.
Also, enhancements of CSI processing units should be considered for beam prediction. For example, CSI calculation based on multiple CSI resource occasions are required to perform temporal beam prediction. Besides, prediction itself requires additional processing at UE, which should be taken into consideration in CSI processing units.
Proposal 10: Enhancements of CSI processing units should be considered for beam prediction.
From commercial perspective, reducing the number of uplink transmissions is desired. Then, if the beam quality at multiple time instances can be predicted at UE, it could be beneficial for UE to report predicted results at multiple time instances in one UCI reporting from the signaling overhead perspectives. In such cases, payloads of UCI could potentially increase. To alleviate that issue, the overhead reduction should be considered for UE reporting of predicted results at multiple time instances.
Proposal 11: Support reporting of predicted results at multiple time instances in one UCI reporting to reduce the number of uplink transmissions. 
Proposal 12: Consider the payload overhead reduction for UE reporting of predicted results at multiple time instances.
3. Performance monitoring related aspect
For beam prediction with a UE sided model, there are two types of performance monitoring,
・Type 1 performance monitoring: gNB makes decisions based on UE reporting of calculated performance metrics and/or information used for performance metric calculation.
・Type 2 performance monitoring: UE makes decisions, and reports indication/request/report of that decision to gNB.
The final decision of functionality/model ID activation/deactivation should be made by NW, as the decision should be made considering the optimization of NW not only per each UE. This optimization mechanism may be complicated and different according to NW. To enable that, type 1 performance monitoring is preferable, where functionality activation/deactivation decisions are made flexibly by NW with performance metrics. 
Proposal 13: Support at least type 1 performance monitoring for functionality/model ID activation/deactivation decisions.
When it comes to model decisions within a functionality/model ID, it could be a different story. However, this discussion should be deferred until the necessity of model ID is confirmed.
As inference results, beam information and/or RSRP of predicted top K beam(s) (Opt1 and Opt2) were agreed. To analyse the performance of those predictions, the following metrics should be introduced.
・Beam prediction accuracy related KPI (for Opt1/2).
・L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP (for Opt2).
It is also notable that beam prediction accuracy related KPI and L1-RSRP difference between measured RSRP and predicted RSRP can be viewed as probability of top K beam prediction (Opt3) and confidence of predicted RSRP (Opt4) in inference discussion, respectively.
4. NW sided model aspects
4. Data collection related aspect
Data collection requirements and assumptions are listed in LS reply from RAN1 [6]. In Table 1, the latency requirement and expected contents are summarized according to the purpose of data collection.
Table 2. Data collection requirements and assumptions according to the purpose of data collection.
	
	For training
	For performance monitoring
	For inference

	Latency requirement
	Relaxed
	Near real time
	Time critical

	Content
	RSRP and beam ID of Set A and Set B beams
(If Set A consists of 128 beams, typical data size of those L1-RSRP would be 515 bits per time instance)
	RSRP and beam ID of Set A and Set B beams
(If Set A consists of 128 beams, typical data size of those L1-RSRP would be 515 bits per time instance)
	RSRP and beam ID of Set B beams
(If Set B consists of 16 beams, typical data size of those L1-RSRP would be 67 bits per time instance)


L1 signaling is desired for reporting of small overhead with critical latency requirement. In that sense, at least data collection via L1 signaling should be considered for inference purposes. On the other hand, latency requirements are not so high and the expected payload size is large for data collection of training and performance monitoring. For those purposes, higher layer signaling can be considered. 
Proposal 14: Support data collection for NW side training performance monitoring via higher later signaling, where the detail mechanism should be up to RAN2. 
At the RAN1#116 meeting, the agreement about reporting more than 4 beam related information in L1 signaling was made for NW side inference [5].
Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report

If one beam reporting contains more than 4 beams, the payload of beam reporting gets larger. To handle the increased payload size, overhead reduction techniques are preferable. For example, larger quantization step size can be considered for Set B measurement reporting. This technique can be valid based on the simulation results that training/inference via L1-RSRP with a large quantization step size does not affect the performance [2]. Also, when temporal beam prediction is applied at NW side, historical Set B measurements need to be reported from UE to NW. When those measurements are reported from UE to NW, reporting measurements from multiple time instances in one reporting is beneficial for payload overhead reduction by differential RSRP representation over multiple time instances and common CRI/SSBRI. In addition to payload overhead reduction, this reporting approach can reduce the number of uplink transmissions. 
Proposal 15: Consider overhead reduction for more than 4 beam related information in L1 signaling. 
· Large quantization step size for Set B measurement reporting
· Reporting of measurements from multiple time instances in one reporting instance. 
4. UE additional conditions
How to handle NW side additional conditions for UE side model is well discussed, while UE side additional conditions for NW side model have not been discussed well. At the RAN1#116 meeting, it was proposed to consider UE Rx beam assumption as UE side additional conditions [5]. When UE determines Rx beam for reception, there are multiple approaches, such as random Rx beam, the best Rx beam associated with each Tx beam, the best Rx beam associated with the best Tx beam among measurements, and the best Rx beam based on the previous measurements. If different UE Rx beam determination approaches between training and inference makes NW side beam prediction difficult, this issue should be handled. 
Proposal 16: If NW side beam prediction gets difficult due to UE side additional condition (e.g., UE Rx beam assumption), some enhancements should be introduced. 
5. Conclusion
In this contribution, the following observation and proposals are made,
Observation 1: Functionality identification and model identification can be differentiated according to whether new AI/ML related ID is introduced or not. 
Proposal 1: Discuss how to handle measurement sensitivity issue in the measurements of Set B/C.  
Proposal 2: Support model/functionality identification to enable consistency of Set A and Set B. 
Proposal 3: Support MI-Option 1 like model/functionality identification, considering the amount of specification impacts and UE burden on monitoring.
Proposal 4: Consistency of Set A and Set B should be guaranteed by configuration consistency flag or model ID/data collection configuration ID within a resource set configuration. 
Proposal 5: Beam information on predicted top K beam(s) should be represented by CRI/SSBRI to follow the existing specification.
Proposal 6: Reported RSRP can be always predicted RSRP, where predicted RSRP should be naturally equal to measured RSRP when predicted top K beam(s) include Set B beam for BM-Case2.
Proposal 7: Since the probability of predicted top K beam(s) and the confidence of predicted RSRP represent the performance of beam prediction, the necessity of these information should be discussed in performance monitoring not in inference result reporting. 
Proposal 8: For inference, configuration of resources for predicted values should be introduced. 
Proposal 9: Since the probability of predicted top K beam(s) and the confidence of predicted RSRP represent the performance of beam prediction, the necessity of these information should be discussed in performance monitoring not in inference result reporting. 
Proposal 10: Enhancements of CSI processing units should be considered for beam prediction.
Proposal 11: Support reporting of predicted results at multiple time instances in one UCI reporting to reduce the number of uplink transmissions. 
Proposal 12: Consider the payload overhead reduction for UE reporting of predicted results at multiple time instances.
Proposal 13: Support at least type 1 performance monitoring for functionality/model ID activation/deactivation decisions.
Proposal 14: Support data collection for NW side training performance monitoring via higher later signaling, where the detail mechanism should be up to RAN2. 
Proposal 15: Consider overhead reduction for more than 4 beam related information in L1 signaling. 
· Large quantization step size for Set B measurement reporting
· Reporting of measurements from multiple time instances in one reporting instance. 
Proposal 16: If NW side beam prediction gets difficult due to UE side additional condition (e.g., UE Rx beam assumption), some enhancements should be introduced. 
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