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1. Background
In this contribution, we share our views on frame structure and timing aspects of A-IoT.

2. Device availability with energy harvesting
At RAN#103 meeting, following proposal was agreed:
	Proposal 2
· Confirm that study of design of energy harvesting signal/waveform is out of SI scope in Rel-19
· The potential impact of energy harvesting on device availability for transmission and reception procedures can be considered for the study [RAN2, RAN1]
· Duration of one device’s unavailability due to charging by energy harvesting can be assumed up to several tens of seconds
· Note: this value can be revisited in future RAN plenary meetings, if necessary
· TR 38.848 clause 5.6 statement on latency remains the case with respect to a single device, i.e.: “NOTE: The time for charging the Ambient IoT device storage (if present) is not included in the latency defined above. Time for energy harvesting, charging, etc. is regarded as an implementation issue only.”
· No SID revision is necessary



In this section, we study device availability for transmission and reception procedures, taking into account energy harvesting.

2.1	Models/assumptions of RF energy budget, harvesting, and consumption
Firstly, some assumptions will be introduced for case studies from [2] and [3]:
· Available energy in the energy storage
· Device 1 is assumed to have 1uF capacitor
· Available energy of the storage is assumed to be 50% of the storage (0.25uJ) [2]
· Device 2 is assumed to have 10uF capacitor
· Available energy of the storage is assumed to be 50% of the storage (2.5uJ) [2]
· Energy harvester architecture
· A device is assumed to have a shared RF antenna for RF EH and A-IoT communications that is used in time-switching manner.
· I.e., the architecture is option (b) of [2]
· This is for both device 1 and device 2
· RF EH efficiency
· 10% of RF received power [3]
· Power consumption assumptions [3]
· Sleep: 0.1uW
· WUR: 1uW
· Tx/Rx for device 1: 1uW
· Tx for device 2: 100uW
· Rx for device 2: 10uW

Next, necessary amount of energy to complete inventory is identified. 
· For an inventory, following messages are assumed to be exchanged between reader and device:
· [R2D link] Query command (25 bits)
· [D2R link] Response to the Query command (20 bits)
· [R2D link] ACK to the response (10 bits)
· [D2R link] Device identification information (100 bits)
· [R2D link] ACK to the device identification (10 bits)
· For device 1, assuming R2D data rate = 5kbps and D2R data rate = 10kbps, the total power consumption for message exchanges for a round of inventory is around 25nJ
· Assuming a device has to participate in 4 rounds of inventory to complete the procedure successfully, the total power consumption for the inventory is 25nJ x 4 = 100nJ
· With the 1uF capacitor that is supposed to have total available energy = 0.25uJ, the available energy other than the energy for inventory is 0.25uJ – 0.1uJ = 0.15uJ
· For device 2, assuming R2D data rate = 20kbps and D2R data rate = 40kbps, the total power consumption for message exchanges for a round of inventory is around 350nJ
· Assuming a device has to participate in 4 rounds of inventory to complete the procedure successfully, the total power consumption for the inventory is 350nJ x 4 = 1.4uJ
· With the 10uF capacitor that is supposed to have total available energy = 2.5uJ, the available energy other than the energy for inventory is 2.5uJ – 1.4uJ = 1.1uJ

	Factor
	Device 1
	Device 2

	Capacitor size
	1uF
	10uF

	Total available energy
	0.25uJ
	2.5uJ

	Architecture
	Time-switching for RF EH and communications

	RF EH efficiency
	10%

	Power consumption
	Sleep
	0.1uW
	0.1uW

	
	WUR
	1uW
	1uW

	
	Rx
	1uW
	10uW

	
	Tx
	1uW
	100uW

	R2D data rate for inventory
	5kbps
	20kbps

	D2R data rate for inventory
	10kbps
	40kbps

	Necessary energy for inventory
	0.1uJ
	1.4uJ

	Available energy except for inventory
	0.15uJ
	1.1uJ



2.2	Wake-up models
Wake-up model 1
In this model, when RF received power > threshold, A-IoT device activates a sequence detector as a wake-up receiver (WUR). The WUR searches for a known pattern/sequence that tells the device to receive an R2D command. In model 1, the WUR continues to search for the known pattern/sequence as long as RF received power > threshold. Suppose there is a continuous RF power that is higher than the threshold to activate the WUR. The device with sufficient energy in the storage continue to activate the WUR. The active WUR consumes 1uW from the energy in the storage, the device goes to OFF after 50% of the energy in the storage is gone. Once it is OFF, it harvests energy until the energy storage is fully charged. After the storage is fully charged, the device is again ready to activate the WUR. Assuming continuous RF power > threshold, the device repeats activating WUR until available energy is gone and staying OFF until the storage is fully charged. Since this is a cold start, the device does not sustain memory and does not control the behavior. Hence, the reader would not know when the WUR is active and when the device is OFF.
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Fig. 1	Wake-up model 1

For example, for device 1 with RF power = -30dBm and RF EH efficiency = 10%, the device in OFF state can charge the energy with 0.1uJ per sec. In order to charge the storage from 50% (0.25uJ) to 100% (0.5uJ), it takes 2.5 sec. With 1uW power consumption for the WUR, the device can sustain active WUR over 0.25 sec with discharging the storage from 100% (0.5uJ) to 50% (0.25uJ). This means that within (2.5 + 0.25) sec, the device can receive an R2D command (e.g., Query) only within the 0.25 sec. For a device 1 that requires 0.1uJ to complete an inventory, the energy in the storage must be >= 0.35uJ when the device receives a Query command. In other words, (2.5 + 0.1) sec, out of (2.5 + 0.25) sec, is considered as ‘outage’ due to lack of energy for inventory. The outage probability due to lack of energy in this case is 2.6 / 2.75 = 94.5%.

Wake-up model 2
Similar to wake-up model 1, wake-up model 2 activates a sequence detector as a wake-up receiver (WUR) when RF received power > threshold. However, in the wake-up model 2, the WUR searches for a known pattern/sequence only for a limited time duration. The device, if not found, goes to OFF to save the energy if it is not found. After going to the OFF state, if the device still observe RF received power > threshold, the device again activates the WUR. During the OFF state until the device activates the WUR again, the device can harvest energy from the RF power. Once the energy in the storage is less than 50% of the storage, the device stays OFF until the storage is fully charged. Assuming continuous RF power > threshold, the device repeats discontinuously activating WUR until available energy is gone and staying OFF until the storage is fully charged. Same as for wake-up model 1, the reader would not know when the WUR is active and when the device is OFF for wake-up model 2.
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Fig. 2	Wake-up model 2

For example, same as for model 1, suppose device 1 with RF power = -30dBm and RF EH efficiency = 10%. The device in OFF state can charge the energy with 0.1uJ per sec and hence takes 2.5 sec to charge the storage from 50% (0.25uJ) to 100% (0.5uJ). Suppose a device with wake-up model 2 activates the WUR for 1ms when RF power > threshold with 1uW power consumption and stays OFF for 2ms with 0.1uW harvesting. With 0.25uJ available energy, the device can sustain the WUR/OFF behavior over 0.25 / (0.8 x 1000/3) x 1000 ~ 0.94 sec. In order to complete an inventory for device 1, a Query command must be received before the energy in the storage is below 0.35uJ. Therefore, a Query command must be received within the first 0.56 sec of the WUR ON/OFF window in the figure. In other words, (2.5 + 0.38) sec, out of (2.5 + 0.94) sec, is considered as ‘outage’ for inventory due to lack of energy. The outage probability in this case is 2.88 / 2.94 = 84%. Note that for simplicity, the short OFF durations during the WUR/OFF window is not considered as outage in this analysis. In reality, the device cannot detect the known pattern/sequence during the short OFF durations. Therefore, the known pattern/sequence may need to be designed specifically such that it can be detected with the WUR ON/OFF behavior.

Wake-up model 3
With wake-up model 3, an A-IoT device activates the WUR with a certain duty cycle, irrespective of the level of the received RF power. When the WUR is not activated, the A-IoT device is in sleep state, wherein the RF EH is enabled, memory is retained, and a sleep clock is running. The sleep clock is used to maintain the duty cycle operation.  As will be presented in Section 3, for wake-up model 3, it should be possible for reader to roughly know the periodicity (and possibly ON location) of the duty-cycle operation. Note that if an A-IoT device detects an R2D transmission that requires the device to communicate with a reader, the A-IoT device does not need to follow the duty-cycle operation – it should be active for A-IoT communication and can resume duty-cycle operation once the A-IoT communication with the reader is completed.
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Fig. 3	Wake-up model 3

For example, same as for model 1 and model 2 above, suppose device 1 with RF power = -30dBm and RF EH efficiency = 10%. The device in OFF state can charge the energy with 0.1uJ per sec and hence takes 2.5 sec to charge the storage from 50% (0.25uJ) to 100% (0.5uJ). Suppose a device with wake-up model 3 activates the WUR for 1ms with 50ms duty-cycle periodicity (i.e., the device is in sleep state over 49ms in a 50ms periodicity). The device consumes energy of 1ms x 1uW and 49ms x 0.1uW in every 50ms, while it harvests energy of 49ms x 0.1uW in the same 50ms period. With 0.25uJ available energy, the device can sustain duty-cycle operation over 12.5 sec. In order to complete an inventory for device 1, a Query command must be received before the energy in the storage is below 0.35uJ. Therefore, a Query command must be received within the first (12.5 – 0.2) sec of the duty-cycle operation. In other words, (2.5 + 0.2) sec, out of (2.5 + 12.5) sec, is considered as ‘outage’ due to lack of energy for inventory. The outage probability due to lack of energy in this case is 2.7 / 15 = 18%. Note that based on the assumption that the duty-cycle operation is enabled as will be presented in Section 3, the sleep state during the duty-cycle operation is not considered as outage. 

2.3	Device availability (outage probability)
With the parameters/assumptions provided in Section 2.1 and wake-up models presented in Section 2.2, here we analyze the outage probability as device availability. Fig. 4 presents probabilities of outage due to lack of energy for the three wake-up models as a function of Rx power. It is obvious that higher Rx power enables a device to quickly charge the storage and hence reducing the outage probability. However, the outage probabilities are quite different for different wake-up models.

Wake-up model 1 results in high outage probability even for high Rx power such as -24dBm. This is because the device keeps activating WUR and consumes energy continuously as long as Rx power > threshold. The device is supposed to wake up based on irrelevant signals received with a high Rx power, such as interference, regular NR transmission in the same/adjacent channels from BS/UE or reader, R2D commands or CW to irrelevant A-IoT devices, etc. Every time the device wakes up, it consumes energy in the storage until the available energy in the storage is gone.

For wake-up model 2, the device has a chance to harvest energy from irrelevant signals after it activates WUR based on RF power while checks there is no known pattern/sequence in a short time. However, the activation based on RF power > threshold drains the energy. Although such energy consumption due to false-alarm is lower compared to wake-up model 1, wake-up model 2 still results in high outage with a certain Rx power, for example, 74% @ -30dBm.

Note that for wake-up model 1 and wake-up model 2, RF activity (frequency utilization by BS/UE/reader) of the carrier does not impact on the outage probability. Lower RF activity (i.e., lower probability of RF power > threshold) reduces false-alarm probability, but at the same time, it reduces the RF EH charging efficiency. Therefore, reducing RF activity does not help to improve the outage.

On the other hand, as explained in Section 2.2, A-IoT device with wake-up model 3 does not activates WUR based on the received RF power. Therefore, incoming RF power during the sleep state can fully be used for energy harvesting without causing false alarm. This enables wake-up model 3 to achieve very low outage probability.
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(a) Device 1 (available energy other than inventory = 0.15uJ)
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(b) Device 2 (available energy other than inventory = 1.1uJ)
Fig. 4	Outage probabilities for different wake-up models

Observation 1:
· Duty-cycle based wake-up (wake-up model 3) achieves higher device availability (lower outage probability) with energy harvesting and energy budget compared to simple power/sequence based wake-up models (model 1 and model 2) at lower Rx power such as -30dBm

Proposal 1:
· Study further duty-cycle wake-up model
· With taking into account energy budget and energy harvesting

3. Best-effort duty-cycle operation
For wake-up model 3 in Section 2, it is important to make sure that the duty-cycle operation, such as periodicity/timing of WUR active duration, is (at least somehow) known by reader. With the understanding, reader can send R2D command or some other signals such that it falls in a time-window that the devices are supposed to activate WUR as long as energy is available. We call this as “best-effort duty-cycle monitoring (BE-DCM)”. Two options, such as synchronous BE-DCM and asynchronous BE-DCM, can be considered.

3.1	Synchronous BE-DCM
With this option, A-IoT devices operate BE-DCM synchronously, i.e., WUR active times of different A-IoT devices are (at least somehow) aligned. Reader (at least somehow) knows when WUR of A-IoT devices that operate BE-DCM is active. With the knowledge, the reader can transmit R2D signals/commands in the target time-window that the devices are supposed to activate WUR. During the time that the reader does not transmit R2D signals/channels, it is possible to transmit RF signal for energy harvesting.

Such synchronous BE-DCM would require reader to provide synchronization reference to A-IoT devices. For example, a certain synchronization signal can be transmitted in periodic manner. A-IoT devices that receive/detect the synchronization signal can enable synchronous BE-DCM. Note that the synchronization signal for synchronous BE-DCM is not necessarily same as synchronization signal (e.g., preamble) used for timing acquisition for R2D reception. 

[image: ]
Fig. 5	Synchronous BE-DCM

It would also be possible to design the synchronous BE-DCM such that a reader can control synchronous BE-DCM for different device groups in time-domain staggered/orthogonal manner (see Fig. 6). This distributes WUR active time of A-IoT devices in time-domain and address contention issue, especially if/when there are many A-IoT devices for the reader. The reader can transmit R2D command, e.g., Query command, in different time occasions, so that different device groups can receive the R2D command in different time occasions on different WUR active times.
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Fig. 6	Time-domain distribution of synchronous BE-DCM

It should be noted that, unlike regular NR-SSB/LTE-CRS, the synchronization signal for synchronous BE-DCM does not need to be always on periodic signal. For example, a reader can start transmission of the synchronization signal in periodic manner when it wants to communicate/inventorize A-IoT devices. A-IoT devices detecting the periodic synchronization signal can start synchronous BE-DCM. If a device finds an R2D command (e.g., Query) when it is active, the device further wakes up Rx/Tx and process R2D command. 

Proposal 2:
· Study synchronous BE-DCM
· A-IoT devices operate BE-DCM synchronously, i.e., WUR active times of different A-IoT devices are (at least somehow) aligned
· Reader (at least somehow) knows when WUR of A-IoT devices that operate BE-DCM is active
· With the knowledge, the reader can transmit R2D signals/commands in the target time-window that the devices are supposed to activate WUR

3.2	Asynchronous BE-DCM
The other option is asynchronous BE-DCM. Each device operates BE-DCM, but the WUR active times of different A-IoT devices are not aligned. The reader must know (at least somehow) the duty-cycle of BE-DCM, while it would not know when the devices are actually activating WUR. With the knowledge of the duty-cycle, the reader can identify the length of a time-window that each device activates WUR at least once and can transmits/repeats R2D signal/command in the time-window such that the devices can receive the signal/command using the WUR. 
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Fig. 7	R2D signal/command in asynchronous BE-DCM

Unlike synchronous BE-DCM that is enabled by synchronization signal (potentially transmitted in periodic manner), asynchronous BE-DCM may not require reader’s instruction for the BE-DCM operation. A-IoT devices just operate BE-DCM with a certain duty-cycle which is known by the reader. Unlike synchronous BE-DCM, asynchronous BE-DCM would not be able to split devices into different BE-DCM groups. However, time-domain distribution of WUR active time for different A-IoT devices is naturally enabled. For example, if a reader transmits a Query command multiple times in a time-window, devices that receive the Query command in different timing would respond to the reader using different time-domain resources. 

Proposal 3:
· Study asynchronous BE-DCM
· A-IoT devices operate BE-DCM asynchronously, i.e., WUR active times of different A-IoT devices are NOT aligned
· Reader (at least somehow) knows the duty-cycle of BE-DCM, while does not know when the devices are actually activating WUR
· With the knowledge of the duty-cycle, the reader can identify a time-window that each device activates WUR at least once, and then can transmits/repeats R2D signal/command in the time-window such that the devices can find the signal/command using the activate WUR


4. Synchronization procedure
4.1	Synchronous BE-DCM
For synchronous BE-DCM, reader should be able to provide reference timing indication for the duty-cycle monitoring. In the Section 2, a use of a synchronization signal, which is different from timing acquisition signal associated with R2D transmission, was mentioned as an option. Such synchronization signal could be transmitted in periodic manner and should be able to provide necessary information/parameters for synchronous BE-DCM, such as duty-cycle/periodicity, next wake-up occasion, etc. An A-IoT device, that has received the synchronization signal but does not receive an R2D command for the device, goes to sleep until the next wake-up occasion. An A-IoT device that has received an R2D command for the device during WUR active time further activates Rx/Tx to enable A-IoT communications.

The other option would be to re-use timing acquisition signal associated with a R2D channel/command. A reader can transmit a R2D channel/command that has its associated timing acquisition signal. Based on the timing acquisition signal, device can acquire the timing. Then the R2D channel/command provides some additional information for synchronous BE-DCM, such as duty-cycle/periodicity, next wake-up occasion, for WUR activation.

Proposal 4:
· For synchronous BE-DCM, study detailed synchronization procedure, including:
· R2D signal transmitted in periodic manner from reader who would communicate/inventorize A-IoT devices for enabling synchronous BE-DCM, such as
· Opt.1: additional synchronization signal for synchronous BE-DCM
· Opt.2: re-using timing acquisition signal associated with a R2D channel/command
· Design of the R2D signal transmitted in periodic manner for enabling synchronous BE-DCM
· Possible duty-cycle periodicities and achievable synchronization accuracy for BE-DCM

4.2	R2D timing acquisition
An A-IoT device operating synchronous BE-DCM as presented above monitors the timing acquisition signal associated with R2D transmission in WUR active time, as agreed RAN1#116 meeting:
	Agreement
At least the following time domain frame structure is studied for A-IoT R2D and D2R transmission.
· For R2D transmission,
· A R2D timing acquisition signal (e.g. R2D preamble) is included at least for timing acquisition and for indicating the start of the R2D transmission in time domain.
· For D2R transmission,
· A D2R timing acquisition signal (e.g. D2R preamble) is included at least for timing acquisition and for indicating the start of the D2R transmission in time domain.
· FFS other necessary component(s), e.g. midamble, postamble, periodic sync signal, control fields, guard period



The timing acquisition signal at least provides timing information to receive the associated R2D transmission. For example, if the R2D transmission is modulated by OOK, the timing acquisition signal should at least provide OOK symbol/chip length/duration for the following R2D transmission. Assuming Manchester coding with OOK modulation is adopted for R2D payload (control/data) and CP-OFDM transmitter including CP process is re-used by reader, the waveform of the timing acquisition signal could be such that it has OOK chips with the equal length over the OFDM symbol(s) after the CP addition. Fig. 8 illustrates an example of such sequence.

[image: ]
Fig. 8	Example OOK sequence for R2D timing acquisition signal

With a line coding such as Manchester coding, the A-IoT device would be able to keep tracking symbol boundary after the timing identification using the timing acquisition signal. Therefore, the benefit of midamble for R2D transmission is yet unclear. There might be some cases where the device loses timing and midamble may help to recover the timing. However, considering that no FEC is baseline for a TB in the R2D transmission, it is not clear how much useful if timing recovery is enabled by midamble after A-IoT device loses timing. Errors caused by timing lost, if any, cannot be recovered by midamble without FEC. If there are multiple TBs transmitted for different A-IoT devices in the R2D transmission, midamble per TB may be useful for detection per device.

The benefit of postamble is also not clear. Postamble to indicate ‘end-of-file’ would not work well since miss detection of postamble causes ‘end-of-file’ ambiguity. It is simpler to indicate packet/file/transmission length at the early part of the R2D transmission, potentially as part of R2D control information. In UHF RFID, a reader begins the R=>T communication (R=>T: reader to tag) with either a preamble or a frame-sync. A preamble precedes a Query command. All other signals begin with a frame-sync. The preamble with predefined format can indicate the symbol length for R=>T and T=>R. The frame-sync can be regarded as a shorted version of preamble, which only indicates the symbol length of R=>T. For A-IoT, if the symbol length of D2R is indicated by R2D preamble, it also requires the extension of the signal. The variant symbol length of D2R may require blind detection at A-IoT receiver. A simple way could be to indicate the symbol length of D2R in the R2D control. 

Proposal 5:
· R2D timing acquisition signal associated with R2D transmission should at least include preamble
· The preamble provides timing related information to receive the R2D transmission, such as OOK symbol/chip length/duration.
· Further study if it is necessary to introduce midamble/postamble in R2D transmission

4.3	Carrier frequency synchronization for device 2b
For device 2b that generates UL transmission internally, R2D timing acquisition signal is not satisfactory for carrier frequency synchronization. The target carrier frequency of A-IoT operation could be around 900MHz or higher, which is 100 – 1000 times higher than the frequency of square wave used for D2R frequency shift and modulation generated in the baseband. For 900MHz carrier frequency synchronization, sub-100ppm (0.01%) level accuracy would be required. A synchronization signal, specifically for D2R transmission of device 2b, is necessary.

Carrier frequency synchronization signal for device 2b is necessary only when device 2b would receive/transmit using the carrier frequency. For example, an R2D transmission that may trigger D2R transmission from device 2b (e.g., broadcast Query that may inventorize device 2b or unicast read/write command that targets a particular device 2b) should have the carrier frequency synchronization signal for device 2b. 

One example of carrier frequency synchronization signal for device 2b is a single-tone continuous sine-wave signal. Assuming a device 2b knows the reference carrier frequency the single-tone signal is going to be transmitted by the reader, the device 2b, when receives the singe-tone signal, can calibrates its local oscillator so that the reference carrier frequency and the frequency of the single-tone signal match. The calibration can be done in RF domain without down conversion or in IF/BB domain after down conversion. RF-domain calibration is simpler while is not robust against interference and fading. IF/BB-domain calibration is robust due to its IF/BB-BPF availability while may cause complexity increase. 
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Fig. 9	Example of carrier frequency synchronization signal for device 2b 

Proposal 6:
· Study carrier frequency synchronization for device 2b

4.4	D2R timing acquisition 
There are two types of timing acquisition for D2R transmission:
· D2R timing acquisition 1: A-IoT device to acquire transmission timing for D2R transmission
· D2R timing acquisition 2: Reader to acquire transmission/symbol/chip timing for D2R reception

For UHF RFID, time window for D2R transmission is specified that starts from the end of the corresponding R2D reception. The time window for D2R transmission is defined based on R2D preamble waveform (= RTcal length) and D2R square wave frequency indicated by the associated R2D command (=BLF). In other words, UHF RFID device determines D2R transmission timing, as well as its square wave frequency, based on the associated R2D command.

For A-IoT D2R transmission, similar to UHF RFID, a device cannot arbitrary select D2R transmission timing. D2R timing acquisition 1 should be based at least on reader’s instructions to some extent. Exact means to provide these timing information may depends on synchronization framework, physical layer waveform design, bandwidth/square-wave frequency, etc.

Proposal 7:
· A-IoT device acquires transmission timing based at least on reader’s instruction (e.g., informed by R2D control)

Regarding timing acquisition 2, RAN1 agreed to consider a D2R timing acquisition signal (e.g. D2R preamble) is included at least for timing acquisition and for indicating the start of the D2R transmission in time domain to the reader for reception. Assuming that the square wave generated by the device in baseband is used for both D2R timing acquisition signal and rest of the associated D2R transmission, it is straightforward to use the square wave with a same frequency for both D2R timing acquisition signal and for the rest of the associated D2R transmission as baseline. Further, timing acquisition 2 must be done before the reader receives rest of the D2R transmission. Therefore, the D2R timing acquisition signal should be at least D2R preamble. Similar as RFID T=>R preamble, where there are 2 preambles for FM0 or Miller message and the Query command tells the Tag which to use, the D2R preamble is generated based on the symbol rate indicated by R2D control. 

Each A-IoT device has its clock error such as jitter and drift. If the symbol or square wave has timing error that is beyond tolerance, the reader would not be able to demodulate/decode the information correctly. An option to resolve this is to apply line coding. UHF RFID adopts FM0/MMS as D2R line coding. The other option is to insert D2R timing acquisition signal (e.g., midamble) with a certain rate such that it keeps the timing error within the tolerable range as illustrated in Fig. 10. The timing error caused by imperfect clock highly depends on the clock error model and D2R transmission length. The tolerance of timing error highly depends on modulation/coding scheme, square wave frequency.
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(a) Timing error accumulation without midamble
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(b) Timing error accumulation with midamble
Fig. 10	Impact of D2R timing error

Proposal 8:
· D2R timing acquisition by reader should be done at least using D2R preamble
· Discuss if/how much midamble is necessary together with clock error model and D2R waveform

5. Contention-based procedure
5.1	Basic procedures/steps of contention-based procedures
At RAN1#116 meeting, following RAN1 agreement was achieved.
	Agreement
For A-IoT contention-based access procedure, at least slotted-ALOHA based access is studied.



One of the main use-cases of the contention-based procedure for A-IoT is rUC1 (indoor inventory). The reader may not know which A-IoT device(s) are in the range and hence tries to identify A-IoT device(s) through the contention-based procedure. A potential high-level flow of A-IoT inventory is illustrated in Fig. 11 [4].
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Fig. 11	High-level flow of A-IoT inventory

The contention-based procedure must have multiple steps including contention-based D2R transmission and contention-resolution using a certain timeline that depends on the physical layer design and processing time. Resource configuration and channelization need to be understood as well. To resolve contention, multiple rounds of procedure may be necessary. 

Having said that, we consider the basic framework of contention-based procedure should be discussed in RAN1. This includes steps, channels to be used, timing relationships between steps, resource allocations, etc. On the other hand, it is difficult for RAN1 to determine the condition(s) that the contention-based procedure is successful. This could be successful delivery of temporal device identification having a certain bitwidth, EPC, or something else, from an A-IoT device to the reader. Such condition(s) should be discussed and determined in RAN2.

Proposal 9:
· Discuss basic framework of contention-based procedure in RAN1
· Steps, channels, timing relationships, resource allocations, etc
· Ask RAN2 to provide the condition(s) that RAN1 can consider a contention-based procedure for an A-IoT device is successful

5.1.1	Review of UHF RFID contention-based procedure
Rough timeline of one inventory round for UHF RFID is outlined in Fig. 12. ‘Query’ is an R2D command that triggers an inventory round, ‘RN16’ is a random access message from an RFID tag that carries a 16-bit random number, ‘ACK’ is an R2D command that indicates the acknowledgement for the detected ‘RN16’ (echoes the 16-bit random number), and ‘EPC’ is a unique ID of the RFID tag. Assuming there is no back-off for random access, no collision, and a single A-IoT device for inventory without back-off time, the minimum timeline could be around 6.5 ms for case 1 (R2D 27 kbps and D2R 40 kbps) and could be around 0.8 ms for case 2 (R2D 107 kbps and D2R 640 kbps). Ideally, it is possible to say UHF RFID can meet the target of inventory for 100 devices / sec, if everything goes well.
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Fig. 12	Timeline for UHF RFID inventory process

However, there are challenges for UHF RFID to enable very efficient inventory as follows:
· In RFID, reader indicates a Q-value in the Query command to the RFID tags, then the RFID tags generate random numbers in the range [0, 2Q-1]. The values are back-off times of the tags for responses. In other words, the reader indicates a pool of 2Q candidate resources (= time-domain slots) for random access, and then each tag select one of the time-domain slots randomly.
· If reader underestimates the tag population and sets the Q-value of the Query command being small (e.g., 0), tag responses likely collide. The response collision causes error and require additional rounds of inventory, resulting in increasing delay.
· If reader overestimates the tag population and sets the Q-value of the Query command being large (e.g., 32), tag responses are sparse in time due to unnecessarily large back-off times. This increases the delay.
· An RFID tag cannot count the time slot by itself. Therefore, the reader must send QueryRep command that indicate count down of the time slot. 
· A Query command triggers transmission from RFID tag(s) that select the 0-th resource (time-domain slot) from the pool of the candidate resources only. The first QueryRep command after the Query command triggers transmission from RFID tag(s) that select the 1-st resource (time-domain slot) from the pool of the candidate resources only. This continues every time QueryRep command is sent.
· In other words, in each round of inventory, at most one RFID Tag can be inventorized.

5.1.2	A-IoT contention-based procedure
As presented in Section 5.1.1, UHF RFID inventory procedure can be viewed as a reader-triggered multi-step contention-based procedure. A tag can be identified by reader through the multiple message exchanges while the initial message ‘RN16’ is just a random number. Similarly, LTE/NR random access procedure can also be viewed as BS-triggered (BS-configured) multi-step (4-step or 2-step) random access procedure, where the UE is identified by BS through contention-resolution steps while the initial message is just a random access preamble. Those two systems adopt similar procedures though the exact messages are different.

A-IoT contention-based procedure should consider similar multi-step procedure. Necessary number of steps and exact messages of the steps should be studied. With smaller number of steps per round (e.g., 2-step), A-IoT device may need to transmit its (full or almost full) device identification at an early step (e.g., the first message from device), enabling lower latency per round, while causing larger delay/overhead if there are collisions and re-transmissions. With larger number of steps per round (e.g., 4-step), earlier messages can carry temporary/limited information, enabling smaller delay/overhead in case of collisions and re-transmissions, while higher latency per round in theory. 

Note that the A-IoT contention-based procedure would need to be multi-round as well. Since each A-IoT device is not able to identify collision/failure at reader, next round should be available for failed A-IoT devices. 

Proposal 10:
· Study multi-step and multi-round contention-based procedure for A-IoT inventory
· UHF RFID inventory procedure with Q protocol and LTE/NR 4-step/2-step random access procedure could be starting points of the discussion

5.2	Contention-based procedure under BE-DCM operation
We would like to present how contention-based procedure can work with BE-DCM. Here, synchronous BE-DCM is assumed. Reader can control the duty-cycle monitoring of A-IoT devices (e.g., via periodic sync signal), potentially including WUR active time and periodicity. Assuming majority of the A-IoT devices activates WUR in the designated time window, reader is able to transmit a R2D transmission for triggering contention-based procedure in the window. 

An A-IoT device receives a R2D transmission triggering contention-based procedure during active time of the BE-DCM and starts/join the contention-based procedure. During the contention-based procedure, the A-IoT device needs to receive R2D message(s) and transmit D2R message(s). Therefore, the device does not follow the duty-cycle operation and consume necessary energy for the transmissions/receptions for the contention-based procedure. After the contention-based procedure is completed, the device can follow BE-DCM.

Figure 13 illustrates contention-based procedure under synchronous BE-DCM operation, assuming there are two BE-DCM device groups as an example. As such, contention-based procedure works well even under BE-DCM operation.
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Fig. 13	Contention-based procedure under synchronous BE-DCM

5.3	Enhancements for contention-based procedure
UHF RFID inventory procedure should not simply be reused for A-IoT contention-based procedure due to the reasons mentioned at the end of Section 5.1.1. In this section, we provide some candidate enhancements for contention-based procedure. 
5.3.1	FDM for multiple A-IoT devices in a contention-based procedure
In UHF RFID, one inventory round can inventorize one RFID tag. However, this is inefficient for inventory of many devices in a limited time. 

In the legacy LTE/NR, gNB can receive/detect multiple PRACH preambles at a given T/F resource (as long as preambles are different). For this case, a PDSCH for Msg-2 can carry multiple RAR messages responding to different PRACH preambles detected on the same T/F resource using the common RA-RNTI. Different RAR messages in a PDSCH responding to different PRACH preambles schedules Msg3 PUSCH transmissions on different T/F resources. In summary, PRACH can be multiplexed on the same T/F resource, and Msg-2 can carry multiple response messages for different UEs.

A-IoT can consider similar operation. For example, D2R backscattering/transmission from different A-IoT devices can be multiplexed at least in frequency-domain as well as in time-domain. For device 2b that transmits D2R with generated carrier frequency, its transmission frequency can be controlled by itself and hence must be feasible. For device 1/2a, assuming D2R backscattering is based on square wave modulation with different frequency shift [5], different frequencies of square waves can be used by different A-IoT devices, enabling different frequency offsets from the CW for backscattering.
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Fig. 13	Group-common R2D command and FDM of multiple D2R transmission/backscattering in contention-based procedure

5.3.2	Contention control mechanisms
For slotted ALOHA, the throughput S is given by  when the number of devices is large enough, where G is the traffic. The throughput is maximized to 0.368 when G = 1. Suppose for A-IoT contention-based procedure, there are N resources for D2R transmissions and M A-IoT devices. Assuming that each of the M A-IoT devices selects one resource from the N resources, the traffic in the throughput S of the slotted ALOHA is given by  . The maximum throughput 0.368 is achievable when G = 1, i.e., N = M. In other words, to achieve the best efficiency, the reader should control the value(s) of N and/or M such that N = M.
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Fig. 14	Contention-based procedure

However, the reader would not know the number of A-IoT devices that would respond to the RA trigger, same as in UHF RFID inventory. It is important for reader to be able to adjust the degree of contention in a round of contention-based procedure.

One way to enable for the reader to adapt the value of N is to observe the probability of empty resources and control the value of N in the next round such that the empty resource probability is closer to a target value. Assuming there are N resources and M A-IoT devices, the empty probability for a given resource is given by . If N = M and if the value of N = M is large enough, P can be approximated to , which can be the target empty probability. If the reader can observe the probability of empty resources from the overall N resources in a round, the reader can adjust the value of N in the future rounds such that the empty probability is going to be closer to 0.368. The adjustment can be done in every round.

The other option is to adapt the value of M for the given N resources of the contention-based procedure. The R2D command can trigger contention-based procedure for selected A-IoT devices among the overall M devices. For example, R2D command can indicate which subset of A-IoT devices should join the contention-based procedure. Or alternatively, R2D command can indicate a probability that an A-IoT device receiving the command joins the contention-based procedure. Instead of controlling the value of N, this option controls the value of M, such that the probability of empty resources is closer to 0.368 across rounds of the procedure.
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Fig. 15	Contention control over the rounds of contention-based procedure

Proposal 11:
· Discuss following aspects for A-IoT contention-based procedure:
· Whether/how to enable FDM of multiple A-IoT devices
· How/whether to control contention of contention-based procedure such as:
· Control the amount of resources for contention-based procedure
· Control the amount of A-IoT devices participating in contention-based procedure

6. Scheduling and timing relationships
Following agreement have been achieved at RAN1#116 meeting:
	Agreement
For further discussion, the following terminologies are used for A-IoT for studying processing time aspects:
· TR2D_min: Minimum Time between a R2D transmission and the corresponding D2R transmission following it. 
· TD2R_min: Minimum Time between a D2R transmission and the corresponding R2D transmission following it.
· TR2D_R2D_min: Minimum Time between two different consecutive R2D transmissions to the same A-IoT device. 
· TD2R_D2R_min: Minimum Time between two different consecutive D2R transmissions from the same A-IoT device.
· The study should consider at least following aspects 
· Implementation restrictions for the existing BS/UE
· [Processing time is common or different for different A-IoT devices]
· [Processing time for different traffic types/command types (e.g. DT or DO-DTT) and/or different use case (e.g., Inventory or Command)] 
· FFS other timing aspects 



Necessary time interval for Tx/Rx processing highly depends on physical layer designs, device architecture, data/chip rates, message contents to be transmitted/received, etc. Since nothing is yet clear at this moment, it is premature to discuss detailed values/ranges of the time intervals in the agreements.

In UHF RFID, min/max/nominal time gaps for various cases are defined, and actual time gap is up to the UHF RFID tag within the window. The window is pretty large, e.g., for D2R 40kbps, the window for T2 is [75us, 500us], and that for T5 is [250us, 20000us]. Considering that A-IoT uses FDD licensed spectrum tht can be shared with regular NR, and NR on FDD licensed spectrum is typically using SCS 15kHz, the uncertainty window of up to 20000us = 20ms is too large. If the same principle is used for A-IoT, it makes efficient operation of legacy/regular NR in the same spectrum very difficult. 

In NR, UL transmission timing is indicated by DCI format. For A-IoT, similar approach should be considered. If a R2D command indicate response time for the corresponding D2R response, the reader can communicate with other devices or other terminals using the same spectrum until the time window starts. A-IoT device may not be able to identify the indicated timing accurately and hence there could be a certain ambiguity of D2R transmission timing. However, this can be addressed by reader to reserve a time window for the device to transmit D2R.
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(a) UHF RFID approach
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(b) Timing indication by R2D command
Fig. 16	Timing indication by R2D command for D2R response

Proposal 12:
· Study timing indication for D2R transmission by R2D command

7. Conclusion
In this contribution, we share our vies on frame structure and timing aspects for A-IoT. Our proposals and observations are following.

Observation 1:
· Duty-cycle based wake-up (wake-up model 3) achieves higher device availability (lower outage probability) with energy harvesting and energy budget compared to simple power/sequence based wake-up models (model 1 and model 2) at lower Rx power such as -30dBm

Proposal 1:
· Study further duty-cycle wake-up model
· With taking into account energy budget and energy harvesting

Proposal 2:
· Study synchronous BE-DCM
· A-IoT devices operate BE-DCM synchronously, i.e., WUR active times of different A-IoT devices are (at least somehow) aligned
· Reader (at least somehow) knows when WUR of A-IoT devices that operate BE-DCM is active
· With the knowledge, the reader can transmit R2D signals/commands in the target time-window that the devices are supposed to activate WUR

Proposal 3:
· Study asynchronous BE-DCM
· A-IoT devices operate BE-DCM asynchronously, i.e., WUR active times of different A-IoT devices are NOT aligned
· Reader (at least somehow) knows the duty-cycle of BE-DCM, while does not know when the devices are actually activating WUR
· With the knowledge of the duty-cycle, the reader can identify a time-window that each device activates WUR at least once, and then can transmits/repeats R2D signal/command in the time-window such that the devices can find the signal/command using the activate WUR

Proposal 4:
· For synchronous BE-DCM, study detailed synchronization procedure, including:
· R2D signal transmitted in periodic manner from reader who would communicate/inventorize A-IoT devices for enabling synchronous BE-DCM, such as
· Opt.1: additional synchronization signal for synchronous BE-DCM
· Opt.2: re-using timing acquisition signal associated with a R2D channel/command
· Design of the R2D signal transmitted in periodic manner for enabling synchronous BE-DCM
· Possible duty-cycle periodicities and achievable synchronization accuracy for BE-DCM

Proposal 5:
· R2D timing acquisition signal associated with R2D transmission should at least include preamble
· The preamble provides timing related information to receive the R2D transmission, such as OOK symbol/chip length/duration.
· Further study if it is necessary to introduce midamble/postamble in R2D transmission

Proposal 6:
· Study carrier frequency synchronization for device 2b

Proposal 7:
· A-IoT device acquires transmission timing based at least on reader’s instruction (e.g., informed by R2D control)

Proposal 8:
· D2R timing acquisition by reader should be done at least using D2R preamble
· Discuss if/how much midamble is necessary together with clock error model and D2R waveform

Proposal 9:
· Discuss basic framework of contention-based procedure in RAN1
· Steps, channels, timing relationships, resource allocations, etc
· Ask RAN2 to provide the condition(s) that RAN1 can consider a contention-based procedure for an A-IoT device is successful

Proposal 10:
· Study multi-step and multi-round contention-based procedure for A-IoT inventory
· UHF RFID inventory procedure with Q protocol and LTE/NR 4-step/2-step random access procedure could be starting points of the discussion

Proposal 11:
· Discuss following aspects for A-IoT contention-based procedure:
· Whether/how to enable FDM of multiple A-IoT devices
· How/whether to control contention of contention-based procedure such as:
· Control the amount of resources for contention-based procedure
· Control the amount of A-IoT devices participating in contention-based procedure

Proposal 12:
· Study timing indication for D2R transmission by R2D command
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