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Introduction
In this contribution, we discuss aspects related to AI/ML for CSI prediction using a single-sided model on the UE-side, including the potential system-level performance gain from CSI prediction, considerations related to the non-AI/ML benchmark schemes, and evaluation results of AI/ML-based prediction.
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 
 



Potential system-level performance gain from CSI prediction
In this section, we show the potential gain in system-level performance from on-time CSI availability. Consider the case where we have a 10 slot CSI-RS periodicity. In addition to this, assume we have a CSI delay from processing at UE and/or gNB side. The cumulative delay by which the stale CSI is utilized by the gNB for downlink scheduling will cause a system performance loss. By implementing a CSI prediction algorithm, some of this loss can be reclaimed. 
Figure 1 below show the loss in system performance for various UE speeds for the urban macro scenario, in terms of mean, edge and cell-center performance. The loss shown for each scheme is the percentage reduction in the user perceived throughput due to the delayed CSI under that scheme when compared to a benchmark scheme that assumes CSI feedback with no delay. We assumed a low offered load (< 20% resource utilization) with bursty traffic and Release 16 eType2 with Parameter Combination of 4. Note that the same compression (eType2 PC4) is applied to the benchmark scheme also to convey the CSI feedback.
[image: A graph of a graph with different colored bars

Description automatically generated with medium confidence]   [image: A graph of a graph with different colored bars

Description automatically generated with medium confidence]
[image: A graph of a graph showing a number of different colored squares

Description automatically generated with medium confidence]   [image: A graph of a number of different colored bars

Description automatically generated with medium confidence]
[bookmark: _Ref163238205][bookmark: _Ref163238192]Figure 1: Impact of Stale CSI on User Experience of Mean, Edge and Cell-center UEs (3–120 kmph, 11-444 Hz Doppler)
At high CSI-delays and high Doppler, potential performance gain from a good CSI-prediction algorithm can be over 50% at cell edge. Even at low Doppler, gains of 20-30% are possible around 20 slot delays. 
[bookmark: _Ref163239467]At high CSI-delays and high Doppler, potential performance gain from a good CSI-prediction algorithm can be more than 50% at cell edge. Even at low Doppler, gains of 20-30% are possible around 20 slot delays. 


AI/ML CSI prediction
Consideration of model input/output
It was concluded in Rel-18 that for CSI prediction, raw channel and eigenvector inputs are considered for evaluations. In this section, we discuss the model input/output for AI/ML based CSI prediction.
	Conclusion
If the AI/ML based CSI prediction sub use case is to be selected as a sub use case, both of the following types of AI/ML model input are considered for evaluations:
· Raw channel matrixes
· Eigenvector(s)

Agreement
Capture the following high level observations for CSI prediction to section 6.2.2.8 of TR 38.843:
· From the perspective of model input/output type, it is more beneficial in performance by considering raw channel matrix as the model input than precoding matrix



In order to train the AI/ML models for CSI prediction, a single shot input is not enough, and a time domain sequence of multiple slots is needed. To keep the time domain correlation within the time domain sequence, phase coherence is preferred. However, phase coherence across slots may not be maintained due to e.g., UL/DL switching. 
When raw channel is considered as model inputs/outputs, the time correlation between channel samples would be affected by the phase incoherency significantly. To address this issue, UE may have to guarantee phase coherence either via complicated hardware designs or via pre-processing algorithm (e.g., phase adjustment after channel measurement before input to the AI/ML model).
When eigen-vectors are considered as model inputs/outputs, the impact of phase incoherency brought by UL/DL switching is reduced to some extent. However, random phase caused by SVD algorithm and layer swapping issue across time samples would also affect the time correlation of eigen-vectors. UE may perform pre-processing algorithm (e.g., phase adjustment before input the eigen-vectors to the AI/ML model) to address this issue. 
In our point of view, the aforementioned pre-processing approach is upto UE implementation. Besides, the predicted CSI will be compressed and reported to gNB via legacy codebooks or two-sided CSI compression models studied in agenda 9.1.3.2, so whether UE adopts raw channel or eigen-vectors as input/output of the AI/ML is also upto UE’s choice (i.e., UE may ). RAN1 may only need to define the CSI reports over-the-air interface. From this aspects, we propose
[bookmark: _Ref163239510]Whether model input/output uses raw channel or eigenvectors is up to UE implementation choice and should not impact the related signalling designs.
Evaluation results
In this section, we show the results of AI/ML CSI prediction. Rel-18 evaluation assumption was used. The CSI-RS periodicity was set to 5 ms. For both non-AI/ML and AI/ML, 4 historical samples were used as input and output 1 predicted result. For each historical sample in the tracks, 4 Rx, 32 port, 50 RBs were assumed. 
For non-AI/ML benchmark, autoregression (AR) based algorithm is used, its diagram is shown in Figure 2. In this scheme, AR needs to first calculate the autocorrelation matrix. After obtaining the correlation matrices, AR uses p historical observations to predict future channels. The key to the algorithm is to obtain accurate correlation matrices. 
This autocorrelation matrix “learning” is performed online, a sliding window is used to learn the autocorrelation matrix and keep updating it. Usually larger window size, more samples used, more accurate the autocorrelation matrices can be obtained, especially for autocorrelation matrices with large size. For the case of synthetic channels generated by channel models, it may be easier to have a large window and to get accurate autocorrelation matrices. However, considering more practical cases, a large window may not be feasible since the channel profiles may not be fixed for a long time. Results of smaller window size may also need to be considered. In the evaluation, we consider the AR window of size p=25 for small window size and 50 for large window size.
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[bookmark: _Ref163238237]Figure 2: Autoregression prediction
Offline training was used for AI/ML CSI prediction. Eigenvectors were used as model input/output. Totally about 16k tracks were used for training. In the prediction model, 4 historical samples were considered as input, and the output is one slot in the future.
Regarding CSI reporting scheme, it was agreed that R18 eType II doppler codebook was assumed for CSI report. As show in Figure 3, we use SGCS1 to denote the SGCS results right after prediction and use SGCS2 to denote the SGCS results after Rel-18 codebook construction. We consider N4=1 as reporting window size in the R18 eType II codebook.
	Agreement
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· R18 eType II doppler codebook is assumed for CSI report for both AI/ML and Non AI/ML prediction. 
· Companies to report the assumption for N4, which could be 1, 2, 4, 8.

Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression). 
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[bookmark: _Ref163238363]Figure 3: Illustration of SGCS computation of prediction results
The SGCS1 results where shown in Table 1. It can be seen that AI/ML prediction outperforms stay-and-hold approach and AR scheme using small learning window. Specifically, for UE speed of 30km/h, AI/ML prediction yields 12.3% gain over historical CSI before CSI compression and reporting. For UE speed of 60km/h, the gain is 8% for predicted CSI. Besides, AI/ML prediction is comparable with AR scheme using large learning window at UE speed of 30km/h, but worse than that at UE speed of 60km/h.
The SGCS2 results were shown in Table 2. It can be seen that, after compression using R18 eT2 codebook (PC7), for UE speed of 30km/h, the gain offered by AI/ML prediction decreases to 8.5%. For UE speed of 60km/h, the gain is 3.8% for compressed CSI.
[bookmark: _Ref163246387]Table 1: SGCS of AI/ML prediction results w/o compression using R18 eT2 codebook (SGCS1)
	UE Speed
	Nearest historical CSI
	Non-AI/ML
(small learning window, size=25)
	Non-AI/ML
(large learning window, size=50)
	AI/ML prediction

	30 km/h
	0.73
	0.67
	0.82
	0.82

	60 km/h
	0.63
	0.61
	0.82
	0.68


[bookmark: _Ref163238808]
Table 2: SGCS of AI/ML prediction results with compression using R18 eT2 codebook (SGCS2)
	
	Nearest historical CSI
	AI/ML prediction

	30 km/h
	0.70
	0.76

	60 km/h
	0.52
	0.54


Based on the discussion, we observe and propose
[bookmark: _Ref163239485]For UE speed of 30km/h, AI/ML prediction yields 12.3% gain over historical CSI before  CSI compression and reporting. After compression using R18 eT2 codebook, the gain decreases to 8.5%. For UE speed of 60km/h, the gain is 8% and 3.8% for predicted CSI and compressed CSI, respectively.
[bookmark: _Ref163239524]For UE-side CSI prediction use case, further study the performance gain before discussion of specification impact.
[bookmark: _Ref163239915]Adopt results table agreed in Rel-18 as starting point, details of non-AI/ML prediction details should be included (e.g., size of auto-correlation matrix, learning window size)

Conclusions
In this document, we have discussed aspects related to potential system-level performance gain, non-AI/ML benchmark, AI/ML CSI prediction. We have made the following observations and proposals:
Observation 1: At high CSI-delays and high Doppler, potential performance gain from a good CSI-prediction algorithm can be more than 50% at cell edge. Even at low Doppler, gains of 20-30% are possible around 20 slot delays.
Observation 2: For UE speed of 30km/h, AI/ML prediction yields 12.3% gain over historical CSI before  CSI compression and reporting. After compression using R18 eT2 codebook, the gain decreases to 8.5%. For UE speed of 60km/h, the gain is 8% and 3.8% for predicted CSI and compressed CSI, respectively.
Proposal 1: Whether model input/output uses raw channel or eigenvectors is up to UE implementation choice and should not impact the related signalling designs.
Proposal 2: For UE-side CSI prediction use  case, further study the performance gain before discussion of specification impact.
Proposal 3: Adopt results table agreed in Rel-18 as starting point, details of non-AI/ML prediction details should be included (e.g., size of auto-correlation matrix, learning window size)
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