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1 Introduction
In Rel-18, RAN1 discussed five deployment cases (Case1 to Case3b) for AI/ML positioning depending on where the AI/ML model is running (UE-, gNB-, and LMF-sided) and expected model output (i.e., direct AI/ML vs. AI/ML assisted positioning). TR 38.843 Clause 5.3 [2]
The following are selected as representative sub-use cases: 
-	Direct AI/ML positioning: 
	-AI/ML model output: UE location
e.g., fingerprinting based on channel observation as the input of AI/ML model 
-	AI/ML assisted positioning: 
-AI/ML model output: new measurement and/or enhancement of existing measurement
e.g., LOS/NLOS identification, timing and/or angle of measurement, likelihood of measurement

More specifically, the following Cases are considered for the study:
-	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
-	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
-	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
One-sided model whose inference is performed entirely at the UE or at the network is prioritized in Rel-18 SI. 
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Figure 1: Cases of AI/ML positioning (D-AIML: Direct AI/ML positioning, A-AIML: AI/ML assisted positioning).



At RAN #102 [1] [2], a new Work Item on artificial intelligence/machine learning for NR air interface has been approved with the following objectives on AI/ML positioning:  Specify all cases for normative work while giving a higher priority to Case1/3a/3b. This decision was made to ensure the timeline of Rel-19 is met for specifying AI/ML positioning. RP-234039  (RAN-102)
Provide specification support for the following aspects:

· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 

It should be noted that the second priority cases, i.e., Case2a and Case2b, are the mirroring cases to some 1st priority ones, i.e., Case3a and Case3b, respectively. There are also many common features between UE cases (Case1/2a), especially for data collection, training, monitoring, capabilities, and ensuring consistency between training and inference. To achieve good progress in Rel-19, when it comes to discuss common features, we propose to discuss cases together irrespective of their priority. 
Observation 1: For specification support for AI/ML positioning at UE side (Case1/2a), common specifications can be scoped and jointly discussed for Case1 and Case2a without waiting for full completion of Case1.

In this document, we discuss specification impacts related to data collection, model input  enhanced measurement/reporting (including necessity), model output, monitoring, LCM (Life Cycle Management), and UE capabilities. Our previous meetings contributions can be found in [3]. 

2 AI/ML positioning data collection and model development/training
2.1 Data collection: Framework and model development 
In Rel-18, RAN1 identified sources for generating measurements and labels for data collection. The group also identified information with potential specification impact, including measurements and labels quality indicators, reference signal (RS) signaling and configuration, time stamping, and other necessary information and assistance between LMF and UE/gNB, as listed below [2].TR 38.843 Clause 7.1.4 [2]

Data collection for AI/ML based positioning:
Regarding data collection for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
-	Ground-truth label
-	Report from the label data generation entity
-	Measurement (corresponding to model input)
-	Report from the measurement data generation entity
-	Quality indicator
-	For and/or associated with ground-truth label and/or measurement 
-	Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
-	RS configuration(s)
-	At least for deriving measurement
-	Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signalling to UE/PRU/TRP
-	Note 1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
-	Time stamp
-	At least for and/or associated with collected data 
-	Separate time stamp for measurement and ground-truth label, when measurement and ground-truth label are generated by different entities
-	Report from data generation entity together with collected data and/or as LMF assistance signalling
-	Note 2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
-	Note 3: whether and how the above information can be applied to different aspects of AI/ML LCM (e.g., training, updating, monitoring, etc.) can be discussed
-	Note 4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective
-	Note 5: If any specification impact is identified, the impact may be different between positioning use cases (Case 1/2a/2b/3a/3b).
-	Note 6: the necessity of other information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection can be discussed
-		Details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 
-	Assistance signalling indicating reference signal configuration(s) to derive label and/or other training data
-	Request/report of training data: Ground-truth label; Measurement corresponding to model input; Associated information of ground-truth label and/or measurement corresponding to model input
-	Assistance signalling and procedure to facilitate generating training data: Reference signal (e.g., PRS/SRS) configuration(s) and configuration identifier; Assistance information, e.g., between LMF and UE/PRU, for label calculation/generation, and label validity/quality condition, etc.
-	Note: whether such assistance signalling and procedure can be applied to other aspect(s) of AI/ML model LCM can also be discussed
-	Notes: Study may consider different entity to generate training data as well as different types of training data when applicable. Study considers both of the following cases when applicable: when the training entity is the same entity to generate training data, and when the training entity is not the same entity to generate training data


RAN2 discussed some options for model development for UE-side cases (i.e., Case1/2a) but there was no consensus on which entity can handle model training and development. We want to clarify a few points regarding model development. The structure and parameters of AI/ML positioning model need to be quantized and tested against the underlying platform that runs the inference. Model developer needs also to consider implementation limitations of the underlying platform, including hardware area, memory limits, power consumption limits, processing latency, etc.  It is also important to ensure model meets the expected latency signaling requirements while considering runtime constraints (UE power status, UE memory, the coexistence of different AI/ML features as well as non-AI/ML feature, etc.). Therefore, it is natural to let model development be handled by platform vendor or in collaboration with the platform vender, especially when it comes to UE devices. Therefore, we propose to consider model development and training be handled by UE side for UE-sided AI/ML positioning cases.  

Observation 2: Developer of AI/ML positioning model in Case1/2a needs to consider many factors including UE implementation constraints (e.g., model quantization and testing,  memory limits, power consumption limits, processing limits, etc.) and runtime constraints (UE power status, UE memory, the coexistence of different AI/ML features as well as non-AI/ML feature, etc.).
Observation 3: Given the  implementation and runtime constraints (as mentioned in Observation 2), the model for Case1/2a can only be trained by the UE vendor, at least in the Rel-19 and foreseeable near future.

Proposal 1: For Rel-19 AI/ML positioning Case1/2a, deprioritize NW-side training and model transfer (at least model transfer Cases z2, z4, and z5). 

2.2 Data collection: Generating entities
In Rel-18 study item, companies agreed and identified generating entities for measurements and labels in AI/ML positioning use case.TR 38.843 Clause 7.1.4 [2]

Training data generation for AI/ML based positioning:
-	The following options of entity and mechanisms to generate ground-truth label are identified:
-	UE with estimated/known location generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
-	At least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	Network entity generates ground-truth label and corresponding label quality indicator
-	Based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
-	At least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b),  NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least PRU is identified to generate ground-truth label for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
-	At least LMF with known PRU location is identified to generate ground-truth label for UE-assisted/LMF-based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
-	At least network entity with known PRU location is identified to generate ground-truth label for NG-RAN node assisted positioning with gNB-side model (Case 3a)
-	Note: user data privacy needs to be preserved
-	The following options of entity to generate other training data (at least measurement corresponding to model input) are identified:
-	For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
-	PRU 
-	UE
-	For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
-	TRP
-	Note: transfer of training data from the entity generating training data to a different entity is not precluded and associated potential specification impact is to be considered


Observation 4: For data collection in AI/ML positioning, companies identified entities for generating measurement and label as documented in TR 38.843 (Clause 7.1.4).
We find that RAN1 should consider the identified generating entities for measurements and labels of different cases as a starting point. 
Proposal 2: For Rel-19 data collection in AI/ML positioning use case, as a starting point, support the identified generating entities of measurement and label as documented in TR 38.843 (Clause 7.1.4).
2.3 Data collection: Content
In AI/ML positioning, data can include measurement, label, and other information such as configurations and conditions/additional conditions (or simply meta info) associated with data collection. Measurements are considered for constructing model input and labels for model output training.  The necessity of specifying data content depends on the framework of data collection, including what entity develops the model and whether data need be sourced/reported from different entities. As we discussed earlier, due to implementation constraints, it should be expected that model to be developed by same vendor developing the entity.  
Case1/2a/3a: We find that specifying data content for model input (i.e., measurements) to Case1/2a/3a is not necessary because the model already resides on the same entity running the inference. The UE side can be responsible for developing the UE-side model and thus model input during data collection can be left for implementation. For labels in Case1/2a/3a, the label can be generated by other entity not running the model, i.e., labelling assistance from LMF to UE/PRU and gNB, and thus it makes sense to determine the label content for different cases. 
Observation 5: In AI/ML positioning data collection, for Case1/2a/3a, determining measurement part of training data for model input is not necessary, while determining label content can be  necessary for labelling assistance from LMF to UE/PRU and gNB.
For labels in Case1/2a/3a, when provided from LMF to UE/PRU and gNB, the label part of data collection can contain at least the following component:
· (Approximate) ground truth of model output
· Quality metric 
· Timestamping
 Proposal 3: In AI/ML positioning data collection, for Case1/2a/3a, as starting point, consider at least the following components for label part related to model output:
· (Approximate) ground truth of model output
· Quality metric of label
· Time stamp of label

Case2b/3b: For Case2b/3b, the measurements for model input are generated by UE/PRU or gNB and reported to LMF, and hence it makes sense to determine them for data collection. For labels in Case2b/3b, the LMF can take care of obtaining labels, e.g., through PRU or by applying other positioning modalities based on measurements reported by UE/PRU or gNB, and thus there is no need to determine label content.
For measurements in Case2b/3b, the measurement part can contain at least the following component:
· Measurement 
· Quality metric of measurement
· Time stamp of measurement

Proposal 4: In AI/ML positioning data collection, for Case2b/3b, as starting point, consider at least the following components for measurement part related to model input:
· Measurement
· Quality metric of measurement 
· Time stamp of measurement
2.4 Data collection: Assistance from LMF to UE 
UE needs assistance from LMF to be able to collect data for Case1 and Case2a. 
First, UE needs to be aware of network (NW) conditions/additional conditions at the time of data collection. For example, the UE side can develop one or multiple model(s) depending on these conditions. Knowing NW conditions at time of data collection also helps ensuring consistency between training and inference. In other words, UE can select the right model that fits the NW conditions during inference. Second, UE may also need information to help derive label for both Case 1 and Case 2a (e.g., TRP/ARP location info, beam angles, etc.). The LMF can also generate the label and provide it back to UE side. Third, UE needs to have reference signal (RS) resources to be configured and activated at the time of data collection.
Observation 6: In AI/ML positioning data collection for Case1/2a, at least three assistance from LMF to UE/PRU to enable data collection at UE side are:
· Assistance 1: NW conditions/additional conditions
· Assistance 2: Labelling assistance
· Assistance 3: RS configurations/activation
We next discuss more details of each assistance needed by UE from LMF for data collection. 
2.4.1 Assistance 1: NW conditions/additional conditions
As we described earlier, knowing NW conditions is important for model development and ensuring consistency between training and inference. The Rel-18 study scoped out large number of generalization aspects that can affect performance of AI/ML positioning, including different drops, different clutter parameters, different InF scenarios, network synchronization error, UE/gNB RX and TX timing error, SNR mismatch, channel estimation error, time varying changes. In addition to the above generalization aspects, there are other factors that can affect generalization and cause sensitivity of AI/ML positioning model when different from training, including changes to TRP/ARP locations and orientation as well as changes to mapping of PRS/SRS resource IDs to physical anchor/TRP locations and physical beam angles. For example, as shown in Figure 4, over the lifecycle of network operation for a given network deployment, the network operator may decide to change how different PRS resources map to TRPs/beams to enhance performance (see yellow-highlighted changes in Figure 4). This change can be transparent to UE. The UE can still receive the same IDs for PRS resource sets and PRS resources without knowing their mapping to actual anchors and/or beams got changed. Therefore, it is quite important to indicate this mapping and relevant changes to UE side in a timely manner. 
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Figure 2 Example of change in mapping of PRS resources to TRPs and beams.
At least subset of above generalization aspects and additional factors above can constitute NW conditions and additional conditions that can cause inconsistency between training and inference. We summarize these changes to NW conditions/additional conditions as follows:
· Changes to TRP/ARP locations and orientation,
· Changes to mapping between PRS Resource Set and Resource IDs to physical anchor/TRP/ARP locations, 
· Changes to TRP/PRS beam angles, 
· Changes to mapping between PRS resources and physical beam angles.
· Changes to network synchronization (i.e., TRP relative time differences), 
· Changes to gNB TX timing error,
· Changes to received power due to changes in PRS TX powers

Observation 7: For AIML positioning in Case1/2a, changes in the following NW conditions and factors affect consistency between training and inference for UE-side models:
· Changes to TRP/ARP locations and orientation,
· Changes to mapping between PRS Resource Set and Resource IDs to physical anchor/TRP/ARP locations, 
· Changes to TRP/PRS beam angles, 
· Changes to mapping between PRS resources and physical beam angles.
· Changes to network synchronization (i.e., TRP relative time differences), 
· Changes to gNB TX timing error,
· Changes in PRS TX powers
· Changes to TRP LOS/NLOS state



RAN1 investigated potential solutions to enhance generalization performance, including model switching, model retraining/finetuning, and mixed dataset training. However, these solutions still require signaling that indicate changes to these generalization aspects (i.e., indication of their occurrence). For example, changes in synchronization and timing errors at gNB/TRP sides can negatively affect positioning accuracy at UE and LMF, especially, if such changes are not properly and timely exchanged with the entity running the inference. The UE/LMF can also benefit from getting generalization indications or simply NW (additional) condition indications before activating AI/ML positioning. For example, by knowing the expected range of synchronization error between TRPs (e.g., , the UE/LMF can select the right model that matches this range and ensure positioning accuracy meets the expected one during training.   For example, the UE/LMF can benefit from getting updates on changes to synchronization between TRPs whereby the UE/LMF can assess if its model still applicable to the actual change. In response, if UE/LMF gets timely indications of such changes it can decide to switch to another model or consider model retraining or model finetuning. The same concept can apply to other NW conditions listed in the previous section. 
The positive side is that many of these NW conditions affecting training and inference consistency can be provided by NRPPa and LPP frameworks, as listed in Table 3. The NRPPa supports provisioning of assistance information between gNB and LMF. The LPP also supports provisioning of assistance data between LMF and UE. We propose to enable these assistance data and information for LMF and UE cases (i.e., Case1/2a and Case2b/3b).
Proposal 5: In AI/ML positioning data collection, for Case1/2a, as starting point, support LMF to provide the UE side with at least the following existing assistance data:
· TRP/ARP location information
· PRS beam angle information
· PRS TX power information
· PRS and TRP/ARP mapping information
· TRP relative time difference information
· TRP TX timing error information
· TRP LOS/NLOS state information

For Case3a, the NW conditions that may affect the training and inference consistency are already available at gNB side where the AI/ML positioning inference takes place and thus there is no need for additional signaling. 

[bookmark: _Ref158978027]Table 1 NW conditions/additional conditions & assistance data and their mapping to existing IEs
	NW conditions & assistance data for AI/ML pos
	IE in existing specifications

	TRP/ARP location info
	NR-TRP-LocationInfo-r16

	PRS/Beam angle and TX power
	NR-DL-PRS-BeamInfo-r16, NR-DL-PRS-BeamInfo-r16, nr-TRP-BeamAntennaInfo,

	TRP relative time difference
	NR-RTD-Info-r16

	TRP TX timing error
	NR-DL-PRS-TRP-TEG-Info

	TRP LOS/NLOS state
	NR-DL-PRS-ExpectedLOS-NLOS-AssistancePerTRP-r17

	PRU-based calibration assistance
	NR-PRU-DL-Info-r18




2.4.2 Assistance 2: LMF labelling assistance to UE 
One option for UE to generate labels for Case1/2a is by applying one of UE-based RAT positioning methods, e.g., DL-TDoA and DL-AoD, which requires assistance data from LMF (e.g., TRP/ARP locations, TRP/PRS beam angles and TX powers, TRPs relative time difference and TRP TX timing error (TEG), etc.). The UE can leverage assistance data to generate an approximate ground truth for Case1 (e.g., approximate UE coordinates) or use this assistance data to calculate ground truth for Case2a (e.g., UE obtains UE coordinates using other positioning modalities and leverages TRP location info and TRP TX timing errors to find LOS or timing info). 

Proposal 6: For AI/ML positioning data collection in Case1/2a, support two labelling assistance from LMF to UE:
· LMF provides label information to UE side (e.g., approximate ground truth of UE location coordinates, LOS indicator/timing info of model output)
· [bookmark: _Int_fZZvAn41]LMF provides assistance data to help UE generate the label (e.g., TRP/ARP locations, TRP/PRS beam angles and TX powers, TRPs relative time difference and TRP TX timing error (TEG), etc.)


2.4.3 Assistance 3: RS configuration/activation for data collection 
For collecting data measurements in Case1/2a, the UE/PRU needs to have PRS resources configured and activated. Such configuration and activation are usually controlled by LMF and NW side. The existing LPP specifications provide IEs to convey configured PRS resource settings. Data collection may be required frequently depending on how often environment changes and how often NW deployment get changed. Therefore, it is beneficial to leverage data collection as part of both existing positioning session and using dedicated data collection sessions. For example, when the UE needs to collect training data, it can initiate a request to LMF for configuring and activating PRS resources when there no positioning session is activated. Otherwise, the UE can leverage an activated DL-TDoA, DL-AoD, or multi-RTT positioning session to enable data collection. 
Proposal 7: In AI/ML positioning data collection, for Case1/2a, support UE/PRU to request from LMF PRS configuration and activation for data collection. As a starting point, study the following options for dedicated data collection PRS configuration and activation:
· Data collection PRS configuration/activation as part of existing procedure (e.g., on-demand PRS)
· Data collection PRS configuration/activation as part of new procedure. 


3 AI/ML positioning measurement and reporting enhancement
3.1 Model input aspects
In Rel-18 study item, RAN1 evaluated different types of measurements for AI/ML model input depending on their content (timing, power, and/or phase info). The following measurements were considered:
· CIR:  includes paths/samples timing, power, and phase info of channel response.
· PDP:  includes paths/samples timing and power info of channel response.
· DP:  includes paths/samples timing info of channel response.
In previous meeting RAN1#116, companies agreed to investigate two alternatives for generating time domain channel measurements related to model input. Companies also agreed to discuss the necessity of specifying these alternatives to different cases (i.e., Case1 to Case3b). In addition, companies agreed to further investigate the necessity of including phase information. We next provide inputs regarding these three aspects. 








Agreement  (RAN1#116 – 9.1.2)
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.

Agreement  (RAN1#116 – 9.1.2)
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

3.1.1 Necessity of specifying model input
The necessity of specifying measurements corresponding to model input depends on whether they need to be reported for inference purpose. In Case1/2a/3a, the model is running at UE and gNB side and there is no need to report model input to another entity during inference. Therefore, we find there is no necessity to specify measurements and discuss the alternatives of measurement  generation in Case1/2a/3a. For Case2b/3b, the measurements are generated by UE and gNB, and hence it makes sense to specify them and discuss alternatives of measurement generation.  
Observation 8: For AI/ML positioning inference and data collection in Case1/2a/3a, specifying measurements for model input and discussing alternatives for measurement generation are not necessary.

3.1.2 Alternatives for generating time-domain channel measurements
Companies agreed to further investigate issues related to two alternatives for generating time domain channel measurements, including trade-off of positioning accuracy and signaling overhead as well as impact on gNB/UE implementation to obtain measurements. The introduction of alternative (a) was motivated by claiming inconsistency issues between training and inference as well as helping LMF align measurements across UEs and gNBs that can have different implementations. We conduct evaluations to understand the issue of consistency and their potential solutions. 
We consider the following settings for our evaluations:
· Alternative (a) sample-based measurements (a.k.a., Alt-A): Device picks the top N’t strongest samples in channel time domain response aligned with the sampling grid and reports their strength (i.e., power) along with their indices. It should be noted that depending on device clock drift and/or alignment of FFT window in time domain, there can be different realizations of time domain channel response as observed the sampling gird. Therefore, we consider multiple methods to emulate the different implementation with different timing drifts between training and inference. For example, in method2, device can have up to 10 nanosecond time drift when compared to method1, and in method3, the device can have up to 20 nanosecond time drift when compared to method1.
· Alternative (b) path-based measurements (a.k.a., Alt-B): Device finds N’t paths in channel time domain response and reports their timing and power information. Different devices may use different methods for peak/path finding, which could be different between training and inference. Therefore, we consider multiple methods with different peak/path finding criteria. For example, in method1, the device can select top paths and augment them with additional measurements around each path. In method2, the device can select paths smaller than N’t  and reports their closest tap-level power level. In method3, the device selects paths smaller than N’t and reports their interpolated power level (e.g., interpolating power of two adjacent paths). Clearly, in method1, device may report extra path info that is not part of method2 and method3. In addition, in method2 and method3, device reports different power values for the same path.  
· Other common simulation settings: For both alternatives, we consider the InF-DH scenario with clutter of {60%,6m, 2m}. We use the same model structure and complexity for the two alternatives. Training considers the same set of samples (16k samples) and testing consider a separate set of samples (2k samples).  
· Reporting overhead: Model input considers paired time and power information.  We consider timing and power information are indicated with same format for both alternatives, and hence both alternatives have same reporting overhead for each sample/path timing and power information. For N’t, we consider the maximum number of additional paths (i.e., N’t =9) in existing specifications as baseline for comparisons. For Alt-A, device always reports N’t =9 samples with their paired timing and power information. For Alt-B, device reports up to N’t =9 paths with their paired timing and power information. The reporting overhead of Alt-B can be less or equal to that of Alt-A.

We focus on investigating the following evaluation aspects:
· Baseline performance: Positioning accuracy of Alt-A and Alt-B when training and inference consider same method for measurements generation of model input (i.e., homogeneous training and inference with same implementation).
· Impact of inconsistency: Positioning accuracy of Alt-A when training and inference considers different methods (i.e., device with different timing drifts from training). We also investigate positioning accuracy of Alt-B when training and inference consider different path finding methods for training and inference. 
· Mixed training on different methods of Alt-A: Positioning accuracy when model is trained with mixture of measurements obtained using different Alt-A methods (i.e., mixed dataset with measurements collected from devices with different timing drifts in their implementations).
· Mixed training on different methods of Alt-B: Positioning accuracy when model is trained with mixture of measurements obtained using different Alt-B methods (i.e., mixed dataset with measurements collected from devices with different path finding criteria in their implementations).


We observe the following for the two alternatives based on results in Table 2 and Table 3:
· For consistent training and inference, the baseline accuracy during inference is comparable for the two alternatives. For Alt-A, the horizontal positioning accuracy at 90% percentile for sample-based measurements with consistent training and inference is 1.82m, and, for Alt-B, the horizontal positioning accuracy with consistent training and inference for path-based measurements is 1.79m.
· For inconsistent training and inference in Alt-A, the positioning accuracy of Alt-A sample-based measurements can significantly be degraded when training and inference consider different alignments of sampling gird due to timing drift and/or FFT window alignment. For example, the positioning accuracy degrades from 1.82m to 2.97m and 5.38m when inference considers random fractional offset of  up to 10 nanoseconds and 20 nanoseconds when setting the sampling grid, respectively.
· For inconsistent training and inference in Alt-B, the positioning accuracy of Alt-B sample-based measurements can experience slight to moderate degradation when training and inference consider different peak/path finding criteria. For example, the positioning accuracy degrades from 1.79m to 2.12m.
· For Alt-A, training on mixture of measurements obtained using different methods (i.e., different settings of sampling grid) can enhance the issue of inconsistency, however, the performance cannot be restored to the case of consistent training and inference. For example, the positioning accuracy improves from 2.97m and 5.38m to 2.45m and 2.65m for method2 and method3, respectively, but it is still far from the baseline performance accuracy of 1.82m. The performance of method1 also degrades when trained on mixed dataset.
· For Alt-B, training on mixture of measurements obtained using different methods (i.e., different peak/path finding methods) can resolve the issue of inconsistency and restore the baseline performance. For example, the positioning accuracy improves from 2.12m to 1.87m for method2 and from 2.12 to 1.86m for method3.


[bookmark: _Ref162431592]Table 2 Horizontal positioning error (meter) @ 90%tile for different Alt-A sample-based methods of generating time domain channel reponse measurements related to model input  (training size: 16k samples; inference size: 2k samples; training/inference scenario InF-DH {60%, 6m, 2m}; model complexity: 37K parameters; model input: based on paired timing and power info of N’t=9 samples)
	Training/Inference
	Alt-A sample-based method1
	Alt-A sample-based method2
	Alt-A sample-based method3

	Alt-A sample-based method1
	1.82
	2.97
	5.38

	Mix. Of Alt-A sample-based methods (method1 to method3)
	2.43
	2.45
	2.63









[bookmark: _Ref162965438]Table 3 Horizontal positioning error (meter) @ 90%tile for different Alt-B path-based methods of generating time domain channel response measurements related to model input  (training size: 16k samples; testing size: 2k samples; training/inference scenario InF-DH {60%, 6m, 2m} model complexity: 37K parameters; model input: based on paired timing and power info of up to N’t=9 paths)
	Training/Inference
	Alt-B path-based method1
	Alt-B path-based method2
	Alt-B path-based method3

	Alt-B path-based method1
	1.79
	2.12
	2.12

	Mix. Of Alt-B path-based methods (method1 to method3)
	1.77
	1.87
	1.86



Observation 9: For time domain channel measurement in AI/ML positioning, the two alternatives considered by RAN1, i.e., Alt-A sample-based measurements and Alt-B path-based measurements, have the following evaluation performance:
· For consistent training and inference, the baseline accuracy inference is comparable for the two alternatives.
· For inconsistent training and inference in Alt-A, the positioning accuracy of Alt-A sample-based measurements can significantly be degraded when training and inference consider different alignments of sampling gird
· For inconsistent training and inference in Alt-B, the positioning accuracy of Alt-B sample-based measurements can experience slight to moderate degradation when training and inference consider different peak/path finding criteria
· For Alt-A, training on mixture of measurements obtained using different methods (i.e., different alignments of sampling grid) cannot restore the performance of baseline with consistent training and inference.
· For Alt-B, training on mixture of measurements obtained using different methods (i.e., different peak/path finding methods) can resolve the issue of inconsistency and restore the baseline performance of consistent training and inference. 

The Alt-A sample-based measurements was motivated by proponent companies as a solution to ensure consistency between training and inference. Unfortunately, based on above evaluations, Alt-A still has issues that limits its consideration as a potential solution. In addition, no positioning accuracy benefits are realized of Alt-A sample-based when compared to an equivalent Alt-B path-based measurements. Alt-B on the other hand, shows better robustness to inconsistency between training and inference and can resolve the issue of inconsistency when training consider mixed dataset of Alt-B measurements from different implementations. In real deployment, the LMF is most likely to collect data from different devices (i.e., UEs and gNBs) with potentially different implementations and thus training on mixture of measurements obtained from different implementation methods can be expected and naturally realized in an actual deployment. Alt-B path-based measurements can be easily specified with existing additional measurements path reporting in LPP and NRPPa, and has small specification load when compared to  Alt-A. Therefore, we propose to consider Alt-B as a starting point for Case2b/3b reporting.
Observation 10: For time domain channel measurement in AI/ML positioning, Alt-B path-based measurements for measurement reporting to LMF-side model (Case2b/3b) has smaller specification load and higher positioning accuracy with potentially smaller reporting overhead when compared to Alt-A sample-based measurements . 

Proposal 8: For time domain channel measurement in AI/ML positioning, as a starting point, support Alt-B path-based measurements for measurement reporting to LMF-side model (Case2b/3b). 
3.1.3 Measuring and reporting phase information
For Case2b/3b, the reporting of measurements corresponding to model input takes place from UE/gNB to LMF. Existing specifications (up to Rel-18) already support reporting of timing and power info of channel response from UE/gNB to LMF for first path and up to 8 additional paths. In this sense, we see that PDP and DP as model inputs are already supported in existing reports. In Rel-18, the reporting of the first path has also been enhanced to include carrier phase. Reporting phase information of additional paths requires careful consideration for understanding potential accuracy enhancement and expected increase of reporting overhead. In the study item of RAN1, it was stated that additional measurement enhancements need to be gauged against their necessity and benefit while accounting for accuracy and reporting overhead trade-off. Reporting phase information of additional paths requires increasing reporting size by 50% when considering existing reporting of power information as a baseline. In Table 4, we include the observed range of positioning accuracy enhancement obtained in Rel-18 study. We also reference them with respect to what existing specifications provide as measurements (i.e., path timing and power, e.g., PDP). We observe that reporting phase information does not always provide enhancement to positioning accuracy. For fair comparison, we take the mid-point of the range provided in Rel-18 observations [2]. We observe from the mid-point that reporting additional phase information still cannot enhance positioning error when compared to the baseline (i.e., E_CIR/E_PDP=1.13). In addition, this comes at the cost of increase of reporting overhead by 50% when compared to an equivalent power reporting as baseline. Therefore, we find that reporting additional path/sample phase info is not justified given the high increase in reporting overhead and questionable enhancement in positioning accuracy. 
Observation 11: For Case2b/3b, based on observations from Rel-18 Study Item, reporting measurements of paired time, power, and phase information (e.g., CIR) for model input does not always show better performance than measurements with paired time and power information (e.g., PDP).
Observation 12: For Case2b/3b, based on observations from Rel-18 Study Item, no clear benefits observed for reporting phase information (e.g., CIR) when considering trade-off between accuracy and reporting overhead.
 Proposal 9: For Case2b/3b, no support for reporting phase information (e.g., CIR) for model input running at LMF side.

[bookmark: _Ref158911728]Table 4 Positioning error (meter) and reporting overhead for different model input measurement types of direct AI/ML positioning according to observations reported in Rel-18 study on AI/ML positioning
	Type (D-AIML)
	Range E_(type)/E_CIR
	Mid-point E_(type)/E_CIR
	Range E_(type)/E_PDP
	Mid-point E_(type)/E_PDP
	[bookmark: _Int_IkhlvXjH]Increase in reporting overhead RO_type/RO_PDP

	CIR
	1
	1
	0.62~1.64 
	1.13
	1.5

	PDP
	0.61~1.62
	1.12
	1
	1
	1



We also investigate the impact of first path/sample phase information and explore whether having carrier phase information can help enhance AI/ML positioning accuracy, as shown in Table 5. We observe that including the phase information of the first sample of path arrival in both alternatives does not improve the positioning accuracy. For example, in Alt-A sample-based measurements, in our AI/ML models, including only the first sample’s phase increases error from 1.82m to 2.15m. We also observed a similar outcome in Alt-B path-based measurements, the positioning accuracy increases from 1.79m to 2.16m due to adding the phase of the first path. 
 Observation 13: For Case2b/3b, based on evaluations with the two alternatives of generating time domain channel measurements, including the phase for the first sample/path has no clear benefits and it does not improve the positioning accuracy performance.

[bookmark: _Ref162450913]Table 5 Horizontal positioning error (meter) @ 90%tile for different alternatives when considering phase information of the first path/sample (training size: 16k samples; testing size: 2k samples; training/testing scenario InF-DH {60%, 6m, 2m}; model complexity: 37K parameters; model input: based on paired timing and power (and phase of first path/sample) info with N’t=9)
	N’t
	N’t  =9 (time and power)
	N’t =9 (time and power and first sample/path phase)

	Alt-A sample-based measurements
	1.82
	2.15

	Alt-B path-based measurements
	1.79
	2.16



3.1.4 Other aspects of model input: Reference timingAgreement  (RAN1#116 – 9.1.2)
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time



Companies agreed that when gNB reports channel measurements to LMF, the timing information needs to be represented relative to a reference time. Further investigation is required to verify whether it would require any changes to specifications. In existing specifications, gNB reports two measurement types of timing information, UL-RTOA, gNB RX-TX time difference. In addition, the gNB may report additional measurement timing info that are relative to these timing measurements. The RTOA and gNB RX-TX time difference definitions are listed below:TS 38.215
UL Relative Time of Arrival (TUL-RTOA)


Definition
The UL Relative Time of Arrival (TUL-RTOA) is the beginning of subframe i containing SRS received in Reception Point (RP) [18]  j, relative to the RTOA Reference Time [16]. 

The UL RTOA reference time is defined as , where
-	 is the nominal beginning time of SFN 0 provided by SFN Initialization Time [15, TS 38.455]
-	, where  and  are the system frame number and the subframe number of the SRS, respectively.

Multiple SRS resources can be used to determine the beginning of one subframe containing SRS received at a RP.

The reference point for TUL-RTOA shall be:
-	for type 1-C base station TS 38.104 [9]: the Rx antenna connector,
-	for type 1-O or 2-O base station TS 38.104 [9]: the Rx antenna (i.e. the centre location of the radiating region of the Rx antenna),
-	for type 1-H base station TS 38.104 [9]: the Rx Transceiver Array Boundary connector.












   As can be seen from previous definitions, UL-RTOA already has reference time introduced in its definition. The gNB Rx-Tx time difference also considers time difference that is implicitly referenced  with gNB transmit occasion TgNB-TX. Any additional path/sample measurement reporting can also be referenced to same reference point(s) considered in at least UL-RTOA. Therefore, for Case3b, we do not expect any additional specifications for time reference as the existing reference times of UL-RTOA measurements can be reused to indicate timing information reported from gNB to LMF in Case3b.    TS 38.215

gNB Rx – Tx time difference

Definition
The gNB Rx – Tx time difference is defined as TgNB-RX – TgNB-TX

Where:
TgNB-RX is the Transmission and Reception Point (TRP) [18] received timing of uplink subframe #i containing SRS associated with UE, defined by the first detected path in time.
TgNB-TX is the TRP transmit timing of downlink subframe #j that is closest in time to the subframe #i received from the UE.

Multiple SRS resources can be used to determine the start of one subframe containing SRS.

The reference point for TgNB-RX shall be:
-	for type 1-C base station TS 38.104 [9]: the Rx antenna connector,
-	for type 1-O or 2-O base station TS 38.104 [9]: the Rx antenna (i.e. the centre location of the radiating region of the Rx antenna),
-	for type 1-H base station TS 38.104 [9]: the Rx Transceiver Array Boundary connector.
The reference point for TgNB-TX shall be:
-	for type 1-C base station TS 38.104 [9]: the Tx antenna connector,
-	for type 1-O or 2-O base station TS 38.104 [9]: the Tx antenna (i.e. the centre location of the radiating region of the Tx antenna),
-	for type 1-H base station TS 38.104 [9]: the Tx Transceiver Array Boundary connector.

In NTN, the gNB Rx – Tx time difference at the uplink time synchronization reference point [5] is reported.




Observation 14: For Case3b, definition of existing measurement UL-RTOA already supports a reference time and there is no need to introduce new reference time(s) for Case3b reporting.

Proposal 10: For Case3b, reuse the reference time(s) considered in existing measurement UL-RTOA to indicate timing information in Case3b reporting.

3.1.5 Other aspects of model input: Measurement size
Increasing reporting size (e.g., increasing the number of additional paths beyond 8) should be strongly justified by showing significant and multi-fold increase in positioning accuracy that matches the increase in reporting size. In addition, the evaluations in Rel-18 study did not investigate the enhancements of positioning accuracy of a non-AI/ML positioning scheme when considering further increase in reporting size beyond existing specifications.
Observation 15: In Rel-18 AI/ML positioning study, the intention was to show how AI/ML can enhance positioning accuracy when compared to a non-AI/ML positioning with equivalent reporting/measurement size. Increasing reporting size with AI/ML positioning needs to be justified with significant enhancement in positioning accuracy as compared to an equivalent non-AI/ML approach.
Although RAN1 did extensive evaluations in Rel-18 to understand the impact of model input size (i.e., number of samples/paths to be reported by UE/gNB for Case2b/3b), there was no significant enhancement in positioning accuracy that justifies the huge burden of exponential increase in reporting size. Evaluations considered a number N’t of paths/samples to be subsampled within a window of channel response, and accuracy enhancements was summarized for N’t  ={8, 9, 16, 32, 64, 128, 256}. It was observed that increasing N’t would increase reporting overhead linearly, and according to the evaluated N’t values, reporting size is exponentially increased. 
[bookmark: _Int_8tHabdCQ]Even if we consider the evaluations of increasing reporting size from Rel-18 study, we still observe that the associated enhancement in positioning accuracy is still relatively small. To shed more light on this, it should be noted that existing specifications support reporting up to 8 additional paths per a positioning resource (which is equivalent to up N’t = 9 path/sample measurements). We reference the positioning accuracy ranges with respect to the report size supported by existing specifications (i.e., E_N’t /E_( N’t =8 or 9)), as in Table 6. We summarize the trade-off between increasing reporting overhead and accuracy enhancement as follow:
Observation 16: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 16, increases reporting overhead by 2 times, while positioning error of N't=16 is 0.77~0.79 times the positioning error of Nt=N't=8 or 9.
[bookmark: _Int_l2ZihT1p]Observation 17: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 32, increases reporting overhead by 4 times, while positioning error of N't=32 is 0.61~0.8 times the positioning error of Nt=N't=8 or 9.
Observation 18: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 64, increases reporting overhead by 8 times, while positioning error of N't=64 is 0.37~0.71 times the positioning error of N't=8 or 9.
Observation 19: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 128, increases reporting overhead by 16 times, while positioning error of N't=128 is 0.33~0.71 times the positioning error of N't=8 or 9.
[bookmark: _Int_7iEQixuE]Observation 20: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 256, increases reporting overhead by 32 times, while positioning error of N't=256 is 0.3~0.7 times the positioning error of N't=8 or 9.

[bookmark: _Int_T5It5qXX]For fair comparison, we can consider the mid-point for ranges provided in Rel-18 study. We observe that doubling the reporting size can at the best offer up to 22% reduction in positioning error (i.e., E_(N’t=16)/E_(N’t =8 or 9) = 0.78). The enhancement in positioning accuracy starts to shrink as reporting size gets increased. We observe that the enhancement in positioning accuracy is small when considering the magnificent increase in reporting overhead. 
Observation 21: For Case2b/3b, based on observations from Rel-18 Study Item, the enhancement in positioning accuracy due to increase of reporting size (i.e., number of paths/samples N’t) is small and does not justify the magnificent increase in reporting overhead.
Proposal 11: For Case2b/3b, based on observations from Rel-18 Study Item, the increase of reporting size is not justified and no need to enhance reporting size (i.e., number of paths/samples N’t) beyond what is supported in existing specifications.    

[bookmark: _Ref158912085]Table 6 Positioning error and reporting overhead for different measurement reporting sizes for model input of direct AI/ML positioning according to observations reported in Rel-18 study on AI/ML positioning (range of errors are re-referenced with respect to reporting size of existing specifications)
	N’t (D-AIML) CIR/PDP
	[bookmark: _Int_BUL9ojmz]Range E_(N’t)/E_(N’t =256)
	[bookmark: _Int_l3KV6zh0]Mid-point E_(N’t)/E_(N’t =256)
	[bookmark: _Int_ojJPCAk1]Range of E_(N’t)/E_(N’t =8or 9)
	[bookmark: _Int_sYwspNue]Mid-point E_(N’t)/E_(N’t =8 or 9)
	[bookmark: _Int_spO9dfpt][bookmark: _Int_sVI1JgkS]Increase in reporting overhead RO_N’t /RO_(N’t = 8or 9)

	8 or 9
	1.42 ~ 3.29
	2.36
	1
	1
	1

	16
	1.12 ~ 2.54
	1.83
	0.77~0.79
	0.78
	2

	32
	1.14 ~ 2.03
	1.59
	0.62~0.80
	0.71
	4

	64
	1.02 ~ 1.21
	1.12
	0.37~0.72
	0.55
	8

	128
	1.02 ~ 1.07
	1.05
	0.33~0.72
	0.53
	16

	256
	1
	1
	0.30~0.70
	0.50
	32




3.2 Model output aspects  
In previous meeting, companies agreed to support reporting for AI/ML assisted positioning, including LOS/NLOS and/or timing information.Agreement  (RAN1#116 – 9.1.2)
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement  (RAN1#116 – 9.1.2)
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.



We find AIML assisted positioning can also consider timing and LOS indicator information for additional path measurements in hard and soft representation. In Rel-18 AI/ML positioning, it was discussed that reporting for AI/ML assisted positioning can consider hard- or soft- information of timing or LOS indicator [2]. 
TR 38.843 Clause 6.4.2.6 [2]

Model output of AI/ML assisted positioning. For AI/ML assisted positioning, evaluations are carried out where the model output includes timing information and/or LOS/NLOS indicator, in the format of hard- or soft- value.


In an actual deployment, there can be many factors and uncertainties affecting the accuracy of obtaining timing info or LOS indications, e.g., uncertainty of TRP/ARP locations, angle info, TX/RX timing errors, etc. Therefore, it is possible to encounter multiple hypotheses for LOS and timing information that need to be expressed with soft representation. For example, the UE/gNB may encounter a scenario in which the received signal has a weak peak barely above the noise level, followed by a strong peak which is clearly a received path, as shown in Figure 2. In this case, it is hard for the UE to tell, based on the measurement, whether the weak peak (green) is a true signal or a random noise. If the weak peak were a valid signal, it will be the LOS, whereas if the weak peak were a noise, the strong peak (red) will be the LOS. However, it is ambiguous for the UE to concretely tell which is the case. Rather than making a hard decision on which one is the LOS path, , the UE/gNB can convey the timing of both peaks with a measure of confidence/likelihood/ probability of each peak being the LOS. The AI/ML assisted positioning can be leveraged to learn such multiple hypotheses estimation of LOS and timing info, in which the model output can produce multiple hypotheses of timing and LOS information. For example, each hypothesis can represent a soft-info LOS and timing indicators that can be represented by a probability distribution. The multiple hypotheses of soft info can also be associated with confidence or weighting factors. By obtaining multiple hypotheses estimations of LOS and timing, the LMF can optimize and enhance accuracy of position. For example, the LMF can run a likelihood fusion to combine these multi-hypotheses soft-information representations of LOS and timing info, as shown in Figure 4.

[bookmark: _Ref158902721][image: A screenshot of a video game

Description automatically generated]
[bookmark: _Ref159061244]Figure 3 (Left) Example of challenging positioning scenario that motivates the need for multi-hypotheses positioning measurement reporting, the LOS path of UE is highly attenuated by wall; (Right) actual LOS component (in green color) is too weak, slightly above noise floor, which can confuse the UE to decide whether green or red peak is the actual LOS. Rather than reporting green or red peak, the UE can reporting multiple hypotheses of LOS and timing indications.
[image: ]
[bookmark: _Ref158903304]Figure 4 Example describing uncertainty associated with LOS and timing information when positioning with 3 TRPs and associated potential of combining these uncertainties with likelihood fusion.

Revisiting existing LPP/NRPPa specifications, we note that an RSTD or RTOA of the first path is expressed as a single value. For example, the existing IE for RSTD (i.e., nr-RSTD-r16) can only involve one value for RSTD info:
3GPP TS 37.355 [4]
nr-RSTD-r16						CHOICE {
			k0-r16						INTEGER (0..1970049),
			...,
			k5-r16						INTEGER (0..61565),
			...,
			kMinus1-r18					INTEGER (0..3940097),
			kMinus2-r18					INTEGER (0..7880193)
	},

We propose to enhance the existing reporting to account for multi-hypotheses soft-information indication of LOS and timing information. nr-RSTD-soft-r19	 ::= SEQUENCE (SIZE(1..nrRSTDsoft-r19)) OF NR-RSTD-Soft-r19
NR-RSTD-Soft-r19 ::= SEQUENCE {NR-RSTD-Mean-r19, NR-RSTD-Std-r19, NR-RSTD-Weight-r19}

Proposal 12: For Case3a/2a, support enhancements to reporting of earliest path LOS and timing info measurements in which UE/gNB reports multiple-hypotheses soft info of LOS indicator and timing information. Existing additional path reporting (up to 8 paths) could be repurposed to support the multiple-hypothesis LOS reporting.

We conduct simulations to show the significance of multiple hypotheses soft-information reporting, in which an AI/ML model running at UE side produces multiple hypotheses measurements for earliest path RSTD with soft-information representation. The AI/ML model considers a single TRP input construction and produces N=8 hypotheses for earliest path RSTD corresponding to a single TRP. The same model is used with other TRPs. The UE finally reports NTRP=18 multi-hypotheses RSTD measurements (i.e., N=8 hypotheses for each TRP). Each hypothesis represents a probability distribution of LOS and timing info. LMF combines these RSTD hypotheses and runs a likelihood fusion approach to find UE position. We show the horizontal positioning accuracy performance of AI/ML assisted multiple hypotheses RSTD solution (see plot of ML-based soft information + likelihood fusion in Figure 4). We also show the performance of a baseline AI/ML assisted approach where model output produces single hard-information RSTD measurement with single TRP input construction (i.e., plot of ML-based hard decision + RANSAC). For the baseline, the LMF runs RANSAC to reject outliers. Simulations consider an InF-DH scenario with {60%,6m, 2m} clutter settings. We observe the significance and advantages of having multiple hypotheses RSTD with soft-info representation. The 90% percentile of horizontal accuracy improves from >10meters to around 4.7meters due to considering multiple hypotheses RSTD measurements with soft-info representation.

[image: ]
[bookmark: _Ref158904951]Figure 5 CDF of horizontal positioning error for different positioning approaches.

4 AI/ML positioning monitoring
4.1 Monitoring assistance from LMF to UE
In Rel-18 study, RAN1 identified sources for generating monitoring metrics for AI/ML positioning cases and discussed examples of monitoring metrics for label-based and label-free monitoring approaches. The label-based approaches can rely on ground truth or its approximation to obtain monitoring metrics for AI/ML positioning model output. However, obtaining the ground truth or its approximation for monitoring needs assistance, such as TRP/ARP locations and beam angle information. For example, finding the ground truth of timing information as model output with respect to a TRP requires knowledge about its location. Additional information can also be needed to compensate for timing errors when computing the (approximate) ground truth such as timing errors at gNB/TRP side. Labelling assistance information are readily available at gNB/TRP side; however, such information is still needed at LMF and UE sides. NRPPa and LPP support provisioning of such labelling assistance information as part of exchange for TRP information and assistance data. Therefore, we propose to support such information for monitoring of LMF and UE side models. 
Proposal 13: In AI/ML positioning monitoring for Case1/2a, the following assistance information are required from LMF to UE:
· LMF provides label information for UE-side monitoring
· Case1, e.g., LMF generates approximate ground truth UE location coordinates and provides it to UE
· Case2a, e.g., LMF generates approximate ground truth LOS indicator or timing info and provides it to UE
· [bookmark: _Int_sC5JekqW]LMF provides assistance data for UE-side monitoring
· Case1, e.g., UE generates approximate ground truth UE location coordinates with assistance data provided by LMF
· Case2a, e.g., UE generates approximate ground truth LOS indicator or timing info with assistance data provided by LMF.

For monitoring AI/ML positioning, the design of monitoring may require alignment between LMF and UE for monitoring occurrence and any related monitoring assistance, such as timing occasions for potential monitoring RS resources and provisioning of periodic or semi-periodic labelling assistance. Depending on dynamics that govern potential model failure, the UE may require to initiate such process before waiting for unsolicited provisioning of such information. We propose RAN1 to consider support for UE to initiate/request such assistance from LMF.
Proposal 14: In AI/ML positioning monitoring for Case1/2a, UE can request monitoring occasions from LMF for UE-side models, including RS resources configurations/activations and monitoring assistance information.

4.2 Monitoring assistance from UE/gNB to LMFAgreement  (RAN1#116 – 9.1.2)
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 



In previous meeting, companies agreed to investigate whether assistance would be required from UE/gNB to monitor models running at LMF side. In our understanding, LMF can obtain measurements from UE/PRU and gNB in a similar fashion to inference and these measurements can be used for monitoring. In addition, LMF can obtain UE/gNB conditions or additional conditions using existing reporting. We find that any monitoring assistance from UE/gNB to LMF can leverage existing LPP/NRPPa reporting. 
Observation 22: In AI/ML positioning monitoring for Case2b/3b, LMF can obtain measurements and monitoring information (if any) by leveraging existing reporting in LPP and NRPPa.
Proposal 15: In AI/ML positioning monitoring for Case2b/3b, prioritize existing LPP/NRPPa information and measurements for performance monitoring of LMF-side models.






5 AI/ML positioning - other aspects
5.1 Capabilities and applicability conditions 
RAN1 discussed the general framework of AI/ML air interface including capabilities and LCM operations. For existing positioning solutions, LMF controls the activation or positioning methods based on UE and gNB capabilities. The LMF can also abort positioning depending on service requirements or capability applicability. We envision that LMF would play an equivalent role for AI/ML positioning. First, the UE/gNB needs to indicate for LMF its capabilities and support for AI/ML positioning. Therefore, there is a need to introduce new capabilities for support of AI/ML positioning from UE/gNB to LMF. We expect RAN1 to discuss details and granularities of capabilities for AI/ML positioning. The exchange of capabilities from UE and gNB to LMF can happen in LPP and NRPPa, respectively, like existing exchange of UE capabilities and TRP information procedures. 

The UE and gNB may need to convey applicability conditions for their supported AI/ML positioning capabilities. UE may also need to convey validity conditions for AI/ML positioning such as area validity. UE may need to convey multiple validity areas for AI/ML positioning and LMF can then decide on when to activate AI/ML positioning at UE side depending on these validity areas. Same concept can apply to time validity of supported AI/ML positioning. There can be conditions on time availability conditions stating duration or periods for which the AI/ML positioning capability can be supported. In addition, the UE can convey conditions on supported PRS resource details and measurement reporting types and periodicities. 
Proposal 16: In UE-side AI/ML positioning, support the following capability information for conveying conditional support by UE:
· Area/spatial validity of supported AI/ML positioning (Case1/2a)
· Timing validity of supported AI/ML positioning (Case1/2a)
· PRS processing and resource configurations of supported AI/ML positioning (Case1/2a)
· PRS measurement reporting of supported AI/ML positioning (Case2a).


5.2 AI/ML positioning life cycle management
RAN1 discussed different aspects for LCM, including (de)activation, selection, switching, and fallback of AI/ML functionality(s)/model(s) related to AI/ML air interface use cases. 
The LCM operation for LMF-sided models is straightforward. The LMF has full picture about underlying positioning capabilities and underlying network deployment and conditions, and thus it can activate positioning sessions (including activation of RS resources and measurement reporting) with gNB and UE. The LMF can decide on different LCM actions on its own without intervention from gNB or UE. 
However, for UE side, UE can have limited scope of change in conditions/additional conditions on the network side. Therefore, it is important to consider LCM assistance and coordination between LMF and UE when AI/ML positioning inference runs at UE side. In existing positioning methods, the LMF decides on activation/deactivation of positioning methods. For Case1/2a, the LMF can still decide on activating/deactivating AI/ML positioning sessions at UE side or requesting the UE to fall back to a non-AIML positioning method. 
Proposal 17: For Case1/2a, LMF can request UE to activate, deactivate, fall back AI/ML positioning running at UE side.


6 List of observations and proposals


Observation 1: For specification support for AI/ML positioning at UE side (Case1/2a), common specifications can be scoped and jointly discussed for Case1 and Case2a without waiting for full completion of Case1.
Observation 2: Developer of AI/ML positioning model in Case1/2a needs to consider many factors including UE implementation constraints (e.g., model quantization and testing,  memory limits, power consumption limits, processing limits, etc.) and runtime constraints (UE power status, UE memory, the coexistence of different AI/ML features as well as non-AI/ML feature, etc.).
Observation 3: Given the  implementation and runtime constraints (as mentioned in Observation 2), the model for Case1/2a can only be trained by the UE vendor, at least in the Rel-19 and foreseeable near future.
Observation 4: For data collection in AI/ML positioning, companies identified entities for generating measurement and label as documented in TR 38.843 (Clause 7.1.4).
Observation 5: In AI/ML positioning data collection, for Case1/2a/3a, determining measurement part of training data for model input is not necessary, while determining label content can be  necessary for labelling assistance from LMF to UE/PRU and gNB.
Observation 6: In AI/ML positioning data collection for Case1/2a, at least three assistance from LMF to UE/PRU to enable data collection at UE side are:
· Assistance 1: NW conditions/additional conditions
· Assistance 2: Labelling assistance
· Assistance 3: RS configurations/activation
Observation 7: For AIML positioning in Case1/2a, changes in the following NW conditions and factors affect consistency between training and inference for UE-side models:
· Changes to TRP/ARP locations and orientation,
· Changes to mapping between PRS Resource Set and Resource IDs to physical anchor/TRP/ARP locations, 
· Changes to TRP/PRS beam angles, 
· Changes to mapping between PRS resources and physical beam angles.
· Changes to network synchronization (i.e., TRP relative time differences), 
· Changes to gNB TX timing error,
· Changes in PRS TX powers
· Changes to TRP LOS/NLOS state

Observation 8: For AI/ML positioning inference and data collection in Case1/2a/3a, specifying measurements for model input and discussing alternatives for measurement generation are not necessary.


Observation 9: For time domain channel measurement in AI/ML positioning, the two alternatives considered by RAN1, i.e., Alt-A sample-based measurements and Alt-B path-based measurements, have the following evaluation performance:
· For consistent training and inference, the baseline accuracy inference is comparable for the two alternatives.
· For inconsistent training and inference in Alt-A, the positioning accuracy of Alt-A sample-based measurements can significantly be degraded when training and inference consider different alignments of sampling gird
· For inconsistent training and inference in Alt-B, the positioning accuracy of Alt-B sample-based measurements can experience slight to moderate degradation when training and inference consider different peak/path finding criteria
· For Alt-A, training on mixture of measurements obtained using different methods (i.e., different alignments of sampling grid) cannot restore the performance of baseline with consistent training and inference.
· For Alt-B, training on mixture of measurements obtained using different methods (i.e., different peak/path finding methods) can resolve the issue of inconsistency and restore the baseline performance of consistent training and inference. 

Observation 10: For time domain channel measurement in AI/ML positioning, Alt-B path-based measurements for measurement reporting to LMF-side model (Case2b/3b) has smaller specification load and higher positioning accuracy with potentially smaller reporting overhead when compared to Alt-A sample-based measurements . 

Observation 11: For Case2b/3b, based on observations from Rel-18 Study Item, reporting measurements of paired time, power, and phase information (e.g., CIR) for model input does not always show better performance than measurements with paired time and power information (e.g., PDP).

Observation 12: For Case2b/3b, based on observations from Rel-18 Study Item, no clear benefits observed for reporting phase information (e.g., CIR) when considering trade-off between accuracy and reporting overhead.

Observation 13: For Case2b/3b, based on evaluations with the two alternatives of generating time domain channel measurements, including the phase for the first sample/path has no clear benefits and it does not improve the positioning accuracy performance.

Observation 14: For Case3b, definition of existing measurement UL-RTOA already supports a reference time and there is no need to introduce new reference time(s) for Case3b reporting.

Observation 15: In Rel-18 AI/ML positioning study, the intention was to show how AI/ML can enhance positioning accuracy when compared to a non-AI/ML positioning with equivalent reporting/measurement size. Increasing reporting size with AI/ML positioning needs to be justified with significant enhancement in positioning accuracy as compared to an equivalent non-AI/ML approach.

Observation 16: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 16, increases reporting overhead by 2 times, while positioning error of N't=16 is 0.77~0.79 times the positioning error of Nt=N't=8 or 9.
Observation 17: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 32, increases reporting overhead by 4 times, while positioning error of N't=32 is 0.61~0.8 times the positioning error of Nt=N't=8 or 9.
Observation 18: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 64, increases reporting overhead by 8 times, while positioning error of N't=64 is 0.37~0.71 times the positioning error of N't=8 or 9.
Observation 19: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 128, increases reporting overhead by 16 times, while positioning error of N't=128 is 0.33~0.71 times the positioning error of N't=8 or 9.
Observation 20: For Case2b/3b, based on observations from Rel-18 Study Item, increasing number of samples/paths from (8 or 9) to 256, increases reporting overhead by 32 times, while positioning error of N't=256 is 0.3~0.7 times the positioning error of N't=8 or 9.
Observation 21: For Case2b/3b, based on observations from Rel-18 Study Item, the enhancement in positioning accuracy due to increase of reporting size (i.e., number of paths/samples N’t) is small and does not justify the magnificent increase in reporting overhead.
Observation 22: In AI/ML positioning monitoring for Case2b/3b, LMF can obtain measurements and monitoring information (if any) by leveraging existing reporting in LPP and NRPPa.




Proposal 1: For Rel-19 AI/ML positioning Case1/2a, deprioritize NW-side training and model transfer (at least model transfer Cases z2, z4, and z5). 
Proposal 2: For Rel-19 data collection in AI/ML positioning use case, as a starting point, support the identified generating entities of measurement and label as documented in TR 38.843 (Clause 7.1.4).
Proposal 3: In AI/ML positioning data collection, for Case1/2a/3a, as starting point, consider at least the following components for label part related to model output:
· (Approximate) ground truth of model output
· Quality metric of label
· Time stamp of label

Proposal 4: In AI/ML positioning data collection, for Case2b/3b, as starting point, consider at least the following components for measurement part related to model input:
· Measurement
· Quality metric of measurement 
· Time stamp of measurement
Proposal 5: In AI/ML positioning data collection, for Case1/2a, as starting point, support LMF to provide the UE side with at least the following existing assistance data:
· TRP/ARP location information
· PRS beam angle information
· PRS TX power information
· PRS and TRP/ARP mapping information
· TRP relative time difference information
· TRP TX timing error information
· TRP LOS/NLOS state information

Proposal 6: For AI/ML positioning data collection in Case1/2a, support two labelling assistance from LMF to UE:
· LMF provides label information to UE side (e.g., approximate ground truth of UE location coordinates, LOS indicator/timing info of model output)
· LMF provides assistance data to help UE generate the label (e.g., TRP/ARP locations, TRP/PRS beam angles and TX powers, TRPs relative time difference and TRP TX timing error (TEG), etc.)

Proposal 7: In AI/ML positioning data collection, for Case1/2a, support UE/PRU to request from LMF PRS configuration and activation for data collection. As a starting point, study the following options for dedicated data collection PRS configuration and activation:
· Data collection PRS configuration/activation as part of existing procedure (e.g., on-demand PRS)
· Data collection PRS configuration/activation as part of new procedure. 

Proposal 8: For time domain channel measurement in AI/ML positioning, as a starting point, support Alt-B path-based measurements for measurement reporting to LMF-side model (Case2b/3b). 

Proposal 9: For Case2b/3b, no support for reporting phase information (e.g., CIR) for model input running at LMF side.

Proposal 10: For Case3b, reuse the reference time(s) considered in existing measurement UL-RTOA to indicate timing information in Case3b reporting.

Proposal 11: For Case2b/3b, based on observations from Rel-18 Study Item, the increase of reporting size is not justified and no need to enhance reporting size (i.e., number of paths/samples N’t) beyond what is supported in existing specifications.    

Proposal 12: For Case3a/2a, support enhancements to reporting of earliest path LOS and timing info measurements in which UE/gNB reports multiple-hypotheses soft info of LOS indicator and timing information. Existing additional path reporting (up to 8 paths) could be repurposed to support the multiple-hypothesis LOS reporting.

Proposal 13: In AI/ML positioning monitoring for Case1/2a, the following assistance information are required from LMF to UE:
· LMF provides label information for UE-side monitoring
· Case1, e.g., LMF generates approximate ground truth UE location coordinates and provides it to UE
· Case2a, e.g., LMF generates approximate ground truth LOS indicator or timing info and provides it to UE
· LMF provides assistance data for UE-side monitoring
· Case1, e.g., UE generates approximate ground truth UE location coordinates with assistance data provided by LMF
· Case2a, e.g., UE generates approximate ground truth LOS indicator or timing info with assistance data provided by LMF.

Proposal 14: In AI/ML positioning monitoring for Case1/2a, UE can request monitoring occasions from LMF for UE-side models, including RS resources configurations/activations and monitoring assistance information.

Proposal 15: In AI/ML positioning monitoring for Case2b/3b, prioritize existing LPP/NRPPa information and measurements for performance monitoring of LMF-side models.
Proposal 16: In UE-side AI/ML positioning, support the following capability information for conveying conditional support by UE:
· Area/spatial validity of supported AI/ML positioning (Case1/2a)
· Timing validity of supported AI/ML positioning (Case1/2a)
· PRS processing and resource configurations of supported AI/ML positioning (Case1/2a)
· PRS measurement reporting of supported AI/ML positioning (Case2a).

Proposal 17: For Case1/2a, LMF can request UE to activate, deactivate, fall back AI/ML positioning running at UE side.
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