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Introduction
As part of Rel-18 Study Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [1], 3GPP has agreed to study the framework for AI/ML for air-interface corresponding to target use cases considering aspects such as performance, complexity, and potential specification aspects. One of the identified use cases include:
· CSI feedback enhancement, e.g., overhead reduction, improved accuracy, prediction [RAN1]
Two sub-use cases have been identified for CSI feedback enhancements:
· CSI compression with two-sided model
· Time domain CSI prediction using UE sided model

In RAN#102 as part of Rel-19 Work Item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface [10], it was agreed to continue to further study CSI prediction to improve performance gains by addressing aspects that required further study as captured in the TR 38.843.  

Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


In this contribution, we will discuss the specification aspects of time domain CSI prediction to improve performance gain. 
Potential specification impact for time domain CSI prediction using UE sided model 

For CSI prediction, specification impact was discussed in RAN1#114[9], and the following observations and agreements were made:
Observation
In CSI prediction using UE sided model use case, at least the following aspects have been proposed by companies on data collection, including: 
· Signaling and procedures for the data collection 
· data collection indicated by NW 
· Requested from UE for data collection 
· CSI-RS configuration 
· Assistance information for categorizing the data, if needed
· The provision of assistance information needs to consider feasibility of disclosing proprietary information to the other side.
Agreement
For CSI prediction using UE side model use case, at least the following aspects have been proposed by companies on performance monitoring for functionality-based LCM: 
· Type 1: 
· UE calculate the performance metric(s) 
· UE reports performance monitoring output that facilitates functionality fallback decision at the network
· Performance monitoring output details can be further defined 
· NW may configure threshold criterion to facilitate UE side performance monitoring (if needed). 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Type 2: 
· UE reports predicted CSI and/or the corresponding ground truth  
· NW calculates the performance metrics. 
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting).
· Type 3: 
· UE calculate the performance metric(s) 
· UE report performance metric(s) to the NW
· NW makes decision(s) of functionality fallback operation (fallback mechanism to legacy CSI reporting). 
· Functionality selection/activation/ deactivation/switching what is defined for other UE side use cases can be reused, if applicable. 
· Configuration and procedure for performance monitoring 
· CSI-RS configuration for performance monitoring
· Performance metric including at least intermediate KPI (e.g., NMSE or SGCS)
· UE report, including periodic/semi-persistent/aperiodic reporting, and event driven report.
· Note: down selection is not precluded.
· Note: UE may make decision within the same functionality on model selection, activation, deactivation, switching operation transparent to the NW. 


In RAN1#114-bis[9] the following agreement was made combining the functionality based LCM and model ID based LCM.
Agreement
Model-ID, if needed, can be used in a Functionality (defined in functionality-based LCM) for LCM operations.

In RAN#116[11] the several agreements were made regarding the evaluation of CSI prediction 
Agreement
For Rel-19 study on CSI prediction, companies are encouraged to evaluate throughput performance by comparing performance with non-AI/ML based CSI prediction. 
· R18 eType II doppler codebook is assumed for CSI report for both AI/ML and Non AI/ML prediction.
· Companies to report the assumption for N4, which could be 1, 2, 4, 8.
Note: Non-AI/ML based CSI prediction (Benchmark 2) can include statistical model based CSI prediction (e.g., based on Kalman filter, Wiener filter, Auto-regression).
Agreement
For evaluation, to report computational complexity in unit of FLOPs including additional complexity if applicable, e.g., update of filter, and their assumption on non-AI based CSI prediction when performance results are provided.
Conclusion
For the evaluation of the AI/ML based CSI prediction,  it is up to companies to choose the modelling method and companies should report if ‘Channel estimation’ and/or ‘phase discontinuity’ is/are considered by companies.
Agreement
For the evaluation of the AI/ML based CSI prediction, consider following CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity (encouraged) 
· Aperiodic: Optional, CSI-RS burst with K resources and time interval m slots (based on R18 MIMO eType-II)
Note: Companies to report observation window (number/distance) and prediction window (number/distance between prediction instances/distance from the last observation instance to the 1st prediction instance) on their evaluation.
Conclusion
For Rel-19 study on CSI prediction only, consider UE-sided model only.
Agreement
· For CSI prediction evaluations, to verify the generalization/scalability performance of an AI/ML model over various configurations, to evaluate one or more of the following aspects:
· Various UE speeds (e.g., 10km/h, 30km/h, 60km/h, 120km/h)
· Various deployment scenarios
· Various carrier frequencies (e.g., 2GHz, 3.5GHz)
· Various frequency granularity assumptions
· Various antenna port numbers (e.g., 32 ports, 16 ports)
· To report the selected configurations for generalization verification
· To report the method to achieve generalization over various configurations and/or to achieve scalability of the AI/ML input/output, including pre-processing, post-processing, etc.
· To report generalization cases where multiple aspects (e.g., combination of above) are involved in one dataset, if adopted. 
· To report the performance and requirement (e.g., updating filter parameters, convergence of filter) for non-AI/ML-based CSI prediction to handle the various scenarios/configurations.
Agreement
For the evaluation of AI/ML-based CSI prediction using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

In previous meetings we significantly reduced the scope of the CSI prediction by only studying a limited specification impact. As we have been provided with sufficient time to continue the study, we need to study the full specification impact to achieve the maximum performance gains. 

Proposal 1: In CSI prediction using UE sided model use case, study the necessity, feasibility, potential specification impact for at least the following aspects. 
· Data collection
· Performance monitoring for AI/ML model activation/deactivation/switching/fallback
· CSI configuration and report
· LCM 
· Aspects specified as condition for functionality based LCM
· Aspects that are considered as assistance information.

In the current CSI prediction, the main aim is to improve the CSI estimate for the UE in fast moving vehicles with a highly varying channel. Generally, CSI prediction was not considered for the stationary or slow-moving UE as their channel is relatively stable so there is a very low gain by predicting the missing CSI values. However, the CSI prediction can still be used to monitor the channel of these stationary or slow-moving UE and reduce the CSI reporting frequency. The CSI prediction model can predict and fill out the missing values between these users. By reducing the CSI reporting frequency, we will be able to reduce the reporting overhead and we can achieve significantly better performance results even for stationary and slow speed UE.

Proposal 2: Study CSI prediction for slow moving or stationary UE, where CSI prediction both predicts the CSI values and selects the CSI reporting frequency for the UE.

In the previous meeting there was discussion regarding the LCM aspects and if functionality-based LCM is sufficient. From our prospective given that we are further evaluating the generalization of AI/ML models for different cell/site/scenarios and based on the observations from results in previous meeting there is a valid requirement for cell/site/scenario specific models. Therefore, we propose that while we can use functionality-based LCM as starting point, the model ID based LCM may be needed for cell/site/scenario specific models or for model transfer/delivery.

Proposal 3: Study LCM aspects on CSI prediction using UE-side model with functionality-based LCM as a starting point. 
Note: Model ID based LCM may be needed in case of cell/site/scenario specific models or other model ID based operation like model transfer/delivery, if applicable.

Further details are needed regarding the performance metrics used for performance monitoring as well as reporting model capability. These are inline with the specification impacts that were agreed to be included for CSI compression. In addition, we need to continue study and discuss pro/con of all 3 performance monitoring types and down selection can be made later. In addition, we need to discuss the accuracy of performance monitoring i.e., how well the reported KPI for performance monitoring match to the eventual KPI such as throughput. 

Proposal 4: For time domain CSI prediction using UE sided model, consider specification impact needed to support the co-existence and fallback between AI/ML model and legacy non-AI/ML based CSI feedback mode. 

Proposal 5: For CSI prediction based on UE sided model, for performance monitoring for functionality-based LCM, 
· Further study on details type 1,2, and 3, e.g., pros/cons aspect, potential specification impact, monitoring metric, assistant information, decision making mechanism, etc.
· FFS on down-selection.


Proposal 6: Evaluate the performance monitoring accuracy for CSI prediction for the reported performance monitoring metrics (e.g. intermediate KPI) and the eventual KPI (e.g. throughput). 

Proposal 7: For the UE sided CSI prediction, include the following specification impacts for the following aspects.
· Reporting model capability of CSI prediction (processing time, max future predicted time step, etc)
· gNB and UE’s alignment on prediction related time domain configuration information
· CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI-RS configurations


[bookmark: _Hlk142665316]For the CSI prediction we need to select the different configuration that can be used in functionality or model ID based LCM. We need to discuss which aspects are to be included in functionality-based LCM and which in model ID based LCM and what are granularities for these configurations. 

Proposal 8: For CSI prediction using UE sided model consider the following configurations and their granularity that will be signaled and the corresponding specification impact for the AI/ML model LCM.
· UE speed
· Frequency PRBs
· Prediction window
· Observation window
· Scenario (UMa etc.)
· Performance requirement/monitoring
· Other additional configurations

Finally, we need to have an agreement regarding additional conditions and how they can be used to assist the UE for the AI/ML model LCM purposes. 

[bookmark: _Hlk146893125]Proposal 9: For time domain CSI prediction using UE sided model, consider which aspects should be considered as additional conditions, and how to indicate them to assist the UE with AI/ML model LCM.
 
Conclusion
In this contribution, we discussed a sub-use case on CSI feedback enhancements related to time domain CSI prediction using UE sided model. We made the following proposals.

Proposal 1: In CSI prediction using UE sided model use case, study the necessity, feasibility, potential specification impact for at least the following aspects. 
· Data collection
· Performance monitoring for AI/ML model activation/deactivation/switching/fallback
· CSI configuration and report
· LCM 
· Aspects specified as condition for functionality based LCM
· Aspects that are considered as assistance information.

Proposal 2: Study CSI prediction for slow moving or stationary UE, where CSI prediction both predicts the CSI values and selects the CSI reporting frequency for the UE.

Proposal 3: Study LCM aspects on CSI prediction using UE-side model with functionality-based LCM as a starting point. 
Note: Model ID based LCM may be needed in case of cell/site/scenario specific models or other model ID based operation like model transfer/delivery, if applicable.

Proposal 4: For time domain CSI prediction using UE sided model, consider specification impact needed to support the co-existence and fallback between AI/ML model and legacy non-AI/ML based CSI feedback mode. 

Proposal 5: For CSI prediction based on UE sided model, for performance monitoring for functionality-based LCM, 
· Further study on details type 1,2, and 3, e.g., pros/cons aspect, potential specification impact, monitoring metric, assistant information, decision making mechanism, etc.
· FFS on down-selection.


Proposal 6: Evaluate the performance monitoring accuracy for CSI prediction for the reported performance monitoring metrics (e.g. intermediate KPI) and the eventual KPI (e.g. throughput). 

Proposal 7: For the UE sided CSI prediction, include the following specification impacts for the following aspects.
· Reporting model capability of CSI prediction (processing time, max future predicted time step, etc)
· gNB and UE’s alignment on prediction related time domain configuration information
· CSI reporting (e.g., Batch CSI report for current and past CSI) and CSI-RS configurations

Proposal 8: For CSI prediction using UE sided model consider the following configurations and their granularity that will be signaled and the corresponding specification impact for the AI/ML model LCM.
· UE speed
· Frequency PRBs
· Prediction window
· Observation window
· Scenario (UMa etc.)
· Performance requirement/monitoring
· Other additional configurations

Proposal 9: For time domain CSI prediction using UE sided model, consider which aspects should be considered as additional conditions, and how to indicate them to assist the UE with AI/ML model LCM.
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