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1. Introduction

In RAN#102 meeting, the objectives for AI/ML for NR air interface were approved [1], which includes the following aspects related to the beam management: 

	· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:

· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)

· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)

· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any

· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 

NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


In this document, we’d like to address the potential issues on the AI/ML based beam management and propose our views on the AI/ML based BM. 
2. Discussion
In NR, beam alignment is a crucial operation at mmWave band. However, the current beam management becomes challenging with the increasing number of beams because of the high overhead and computational complexity. During Rel-18, RAN1 focused on analysis of the potential benefits and enhancement to enable AI/ML for beam management, and the results have shown that it is beneficial to enable AI/ML for beam management. Based on the study results, RAN1 has decided to consider Spatial-domain and Temporal DL Tx beam prediction for both UE-sided model and NW-sided model in Rel-19 WI. 
2.1. AI/ML model management
The LCM is overall operations to manage an AI/ML model including model training, inference, monitoring, switching, activation/deactivation, fallback, etc. In this section, we’d like to discuss necessary mechanism(s) to facilitate LCM operations specific to BM use cases.

First, for the model training, there are two types of training, i.e., offline training and online training. During the study phase, RAN2 agreed to deprioritize aspects of on-line/real-time training. Considering this is the initial stage of AI/ML specification work, we propose that RAN1 assume AI/ML offline training without model transfer for beam management in Rel-19. 
Proposal 1. Assume AI/ML offline training without model transfer for beam management in Rel-19.
Also, it’s a very important aspect to keep good model performance during the model inference. In TR 38.843, various approaches for achieving good performance across different scenarios/configurations/sites was considered, and it has observed that scenario/configuration specific models may provide performance benefits in some use cases. For beam management, it has been shown that AI/ML has significant performance degradation with some unseen scenarios at least for BM Case-1. It seems to be difficult to assume the model generalization for BM use case. TR alternatively suggests to consider the model update such as fine-tuning, but we think it’s too early to consider the online training in this stage. Therefore, we propose that RAN1 support model switching as a baseline for achieving good model performance for AI/ML based beam management. 
Proposal 2. Support model switching as a baseline for achieving good model performance. 
For UE-sided model, a UE may have multiple models which are trained for different scenarios. Before a UE performs the model inference, the UE should select/activate a model(s) applicable to the cell. Here, the applicable UE-sided model(s) will be selected based on the UE capability/conditions and NW-side additional conditions. According to the TR 38.843, the NW-additional conditions mean any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. Generally, a UE initially attached to a cell may report its capabilities to a gNB. AI/ML enabled UEs may also include the AI/ML related conditions in a manner of the capability reporting. In fact, there is still an unclear point if the LCM for BM use cases is based on model identification or functionality identification. We had long discussion during Rel-18, but the concept and understanding of model identification are still needed further study. At least for UE-sided model, thus, we suggest RAN1 first discuss a method to support the functionality-based LCM procedure for BM use case. With the functionality-based LCM, RAN1 shall define UE capabilities/conditions for supported functionalities of UE-sided models in a given sub-use cases. 
Proposal 3. Discuss a method to support the functionality-based LCM procedure at least for UE-sided models of BM use case.
Proposal 4. Define UE capabilities/conditions for supported functionalities of UE-sided models in a given sub-use cases.

In TR 38.843, the following options have been considered as potential approaches to ensure consistency between training and inference regarding NW-side additional conditions for UE-sided models: 
	· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side 
· Model training at NW and transfer to UE, where the model has been trained under the additional condition

· Information and/or indication on NW-side additional conditions is provided to UE 

· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)


For option 1 and 2, as the model identification is still unclear and the model transfer is out of scope for BM use case, they cannot be considered as a potential approach. For the third option, it may be difficult to standardize NW-side additional conditions for the models trained by various UE vendors and at this stage it’s also very unclear what the additional conditions are on NW-side. For BM use case, we believe that the consistency can be sufficiently assisted by the model monitoring of candidate model(s). UE and gNB can first select the candidate model(s) based on the UE-side conditions/capabilities and perform the monitoring only for the candidate model(s). In AI/ML enabled communication, the model monitoring is basic operation. The monitoring of the candidate model(s) among deactivated models should be supported before model switching or activation. So, we suggest that RAN1 consider the last option as a mechanism to ensure consistency between training and inference for UE-side model. 
Proposal 5. Consider performance monitoring of UE-side candidate models/functionalities as a mechanism to ensure consistency between training and inference for UE-side models. 
2.2. Model inference 

Assuming that a UE selects an applicable AI/ML model via LCM, the BM based on the model prediction can be performed by UE and gNB. For DL Tx beam prediction, two beam sets, i.e., Set A and Set B, are defined. Set B is a set of measured beams taken as inputs of the AI/ML model and Set A is a set of predicted beams derived by outputs of the AI/ML model. The following three alternatives are considered depending on the relationships between Set A and Set B: 

· Alt 1. Set A and Set B are different (Set B is NOT a subset of Set A).

· Alt 2. Set B is a subset of Set A (Set A and Set B are not the same).

· Alt 3. Set A and Set B are the same (This is considered only for BM-Case 2). 
In order for a UE to measure the L1-RSRP for beams in Set B, CSI-RS resources for beams in Set B should be configured by a gNB. In the current NR, beams are identified by a CSI-RS resource indicator (CRI) configured for RSs. However, if the current CRI is reused for AI/ML based BM, the UE does not know how to report the predicted beams in Set A to the gNB. For Alt 1 and Alt 2, RAN1 shall define the method for reporting the predicted beams which are not actually measured by the UE, i.e., not configured/transmitted by a gNB. 

The figure 1 shows an example for mapping between beams in Set A and Set B in case of Alt 2. 
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Figure 1. An example of BM-Case 1 with Alt 2

Even if the model is located at a UE, the CSI-RS resources for Set B and beams for Set A are configured by a gNB. In order to perform the model inference at the UE, the mapping information between beams in Set A and Set B should be shared between the UE and the gNB. For this, the gNB may include the explicit or implicit mapping information in the CSI-RS resource configuration based on the active model/functionality of the UE. For example, RRC message includes two different CSI-RS resource sets that are related to each other: one is for Set A and the other is for Set B. The UE only measures the CSI-RSs for Set B (i.e., the gNB actually transmits the CSI-RSs only for Set B) and each CSI-RS resource in Set B is converted to the CRI of beam mapped to Set A. As shown in the above figure, the UE performs the model inference by using the CRI mapped to beam of Set A. Alternatively, if the beams in Set B is evenly distributed to the beams in Set A, RRC message can include a CSI-RS resource set for Set B and a value for mapping information. The value may be the total number of beams for Set A or ratio of Set A and Set B. By receiving the mapping value associated with CSI-RS resource set for Set B, the UE converts a CRI for Set B into a CRI for the same beam of Set A. This method can also be applied to Alt 1 by 1: N mapping of Set B: Set A.
Proposal 6. Discuss a method for mapping/association between Set A and Set B for UE-side model.

2.3. Model monitoring 

In the AI/ML based beam management, the performance for the active model is continuously monitored since the accuracy of the beam prediction greatly affects the overall system performance. According to the TR 38.843, largely two types of performance monitoring are considered as follows: 

	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:

-
Type 1 performance monitoring: 
-
Configuration/Signalling from gNB to UE for measurement and/or reporting

-
UE may have different operations 

-
Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 

-
Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 

-
Indication from NW for UE to do LCM operations 

-
Note: At least the performance and reporting overhead of model monitoring mechanism should be considered

-
Type 2 performance monitoring: 
-
Indication/request/report from UE to gNB for performance monitoring 
-
Note: The indication/request/report may be not needed in some case(s)

-
Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting

-
If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-
Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable


For a UE-side model, it seems natural for the UE to calculate the performance metric, as both measurement and inference are performed by the UE. If a NW monitors the performance metric, the UE should provide information for an evaluation of model quality to the NW. Moreover, the information is required to be transmitted from the UE whenever the NW performs the model monitoring. This would lead to high signalling overheads both in terms of the signalling frequency and size of contents. However, if the UE monitors the performance metrics, a UE can evaluate a quality of the predicted beams. In this case, the monitoring results (i.e., Option 2 of Type 1) or the decision of model deactivation/switching/fallback/selection/activation (i.e., Type 2) could be transmitted to the NW only when determining the performance degradation based on the calculated performance metric. For these reasons, we propose to support that UE calculates performance metric(s) for UE-sided model. 

Proposal 7. Support that UE calculates performance metric(s) for UE-sided model.

For efficient model monitoring, RAN1 also needs to consider the enhanced beam measurement and report mechanism. The followings are alternatives for performance considered during the study phase: 
	For the performance monitoring of BM-Case1 and BM-Case2:

-
Performance metric(s) with the following alternatives:
-
Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy

-
Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER

-
Alt.3: Performance metric based on input/output data distribution of AI/ML 

-
Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 

-
Benchmark/reference for the performance comparison, including: 

-
Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
-
Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
-
Signalling/configuration/measurement/report for model monitoring, e.g., signalling aspects related to assistance information (if supported), Reference signals


For monitoring of the active model, a UE has to additionally measure all or partial beams based on Set A. If the Top-K/1 beam prediction accuracy is used as a performance metric (i.e., Alt. 1 of performance metric), the UE should measure all beams in Set A to obtain the real Top-K/1 beam (i.e., Alt.1 for benchmark/reference). Depending on the number of the beams for Set A and the period of model monitoring, the overheads for RS resources will be highly increased. Even for monitoring purposes, the overhead should not increase. In AI/ML based BM, the UE expects the predicted Top-K to be a qualified beam. In order for gNB or UE to decide whether the predicted beam is qualified or not, the RSRP for beams needs to be also predicted. If the AI/ML model predicts L1-RSRP for a beam, we think the RSRP difference is a suitable performance metric. Moreover, the RSRP difference can be evaluated by measuring for the predicted best beam(s) (i.e., Alt 4 for benchmark/reference). The Top-K beams are more meaningful value in terms of performance and it is efficient in terms of overhead. Thus, we propose that RAN1 support L1-RSRP difference as a performance metric and discuss how to configure the predicted best beam(s) as a benchmark/reference for the performance comparison. For instance, a gNB additionally configures a CSI-RS resource set for monitoring (e.g., Set C). The Set C consists of K CSI-RS resources, where K is equal to the number of reported beam(s), and the reported Top-K beams are dynamically mapped to the RSs for Set C whenever they are reported from the UE to the gNB. The UE can evaluate the performance by comparing the RSRPs measured from Set C with the RSRPs for reported/predicted Top-K beams. 

Proposal 8. Support L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP as a performance metric.

Proposal 9. Discuss how to configure the predicted best beam(s) as a benchmark/reference for the performance comparison.
3. Conclusion

Based on the discussion in the above section, the following proposals are suggested.

Proposal 1. Assume AI/ML offline training without model transfer for beam management in Rel-19.

Proposal 2. Support model switching as a baseline for achieving good model performance. 
Proposal 3. Discuss a method to support the functionality-based LCM procedure at least for UE-sided models of BM use case.

Proposal 4. Define UE capabilities/conditions for supported functionalities of UE-sided models in a given sub-use cases.

Proposal 5. Consider performance monitoring of UE-side candidate models/functionalities as a mechanism to ensure consistency between training and inference for UE-side models. 
Proposal 6. Discuss a method for mapping/association between Set A and Set B for UE-side model.

Proposal 7. Support that UE calculates performance metric(s) for UE-sided model.

Proposal 8. Support L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP as a performance metric.

Proposal 9. Discuss how to configure the predicted best beam(s) as a benchmark/reference for the performance comparison.
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