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1 Introduction
The Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface WID [1], contains the following objectives for the study on CSI feedback enhancement:
Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 


In the RAN1 #116 meeting, RAN1 agreed options for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model as below [2]:
Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.


In this contribution, we provide our views on inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model.
2 Inter-vendor training collaboration 
In the RAN1 #116 meeting, RAN1 agreed options to be studied for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided models. We discuss our view for each option.
Option 1 is fully standardized reference model (structure + parameters). This could reduce signalling overhead between network and UE. Also, since this option is to standardize AI/ML structure and parameters, the gNB and UE do not need to train at each side. On the other hand, spec impact would be higher than other options. In addition, AI/ML model performance differentiation between vendors would not be significant. 
Option 2 is standardized dataset. AI/ML model structure and parameters can be left to vendor implementations. Therefore, this can show AI/ML model performance differentiation between vendors. On the other hand, inter-vendor training complexity would be larger than other options because model structure or reference model is not standardized. This could affect result in two-sided model incompatibility between NW-side reconstruction AI/ML model and UE-side construction AI/ML model from different vendors.
Option 3 is standardized reference model structure + parameter exchange between NW-side and UE-side. This option standardizes a reference model, so NW-side and UE-side can train or fine-tune AI/ML model starting from the standardized reference model. This can keep two-sided model compatibility between NW-side reconstruction AI/ML model and UE-side construction AI/ML model from different vendors. This also would have lower spec impact compared to option 1. However, since this option exchanges model parameters between NW-side and UE-side, signalling overhead would be larger than option 1 and 2.
Option 4 is standardized data / dataset format + dataset exchange between NW-side and UE-side. This is similar to option 2, but the difference is whether to exchange dataset between NW-side and UE-side. This could reduce the spec impact compared to option 2. On the other hand, signalling overhead could be larger than option 2 if considering online training for model update. Other pros/cons would be the same as option 2.
Option 5 is standardized model format + reference model exchange between NW-side and UE-side. This option is similar to option 3. Only the model format is standardized, so spec impact could be reduced from option 3. On the other hand, this option needs to exchange reference model between NW-side and UE-side, therefore signalling overhead would be larger than option 3. Other pros/cons would be same as option 3.
We summary these pros/cons as below table. 

Table : Pros/Cons of each options for inter-vendor training collaboration
	
	Pros
	Cons

	Option 1
	· Signaling overhead would be less than other options.
· gNB and UE don’t need to train at each side. 
	· Spec impact would be higher than other options. 
· Low AI/ML model performance differentiation between vendors.

	Option 2
	· High AI/ML model performance differentiation between vendors.
· Signaling overhead would be lower than option 4.
	· Two-sided model incompatibility could occur .
· Spec impact could be higher than option 4.

	Option 3
	· Two-side model compatibility can be assured.
· Spec impact could be lower than option 1.
	· Signaling overhead would be larger than option 1 and 2.

	Option 4
	· High AI/ML model performance differentiation between vendors.
· Spec impact could be lower than option 2.
	· Two-side model incompatibility could occur.
· Signaling overhead could be larger than option 2.

	Option 5
	· Two-side model compatibility can be assured.
· Spec impact could be lower than option 1 and 3.
	· Signaling overhead would be larger than option 1, 2 and 3.



Considering these pros/cons, we think option 3 and 5 would be better solutions.
Option 1 is fully standardized solution. We think this could limit innovation from different vendors in designing high performance NN models. Therefore, we prefer that this be dropped. 
Option 2 and 4 are to standardize and/or exchange datasets between NW-side and UE-side. This option can leave some innovation in implementation unlike option 1. However, these options could increase training complexity compared to option 3 and 5 because a reference model will not be provided for training. This could result in models of varying structure from different vendors and so can lead to two-side model incompatibility between NW-side reconstruction AI/ML model and UE-side construction AI/ML model, if these are from different vendors.
From these, we think option 3 or 5 should be considered as baseline for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model.
Proposal 1: RAN1 should consider option 3 or 5 as baseline for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model.
3 Conclusion
In this contribution, we discussed our views on CSI compression via AI/ML. We proposed as follows:

Proposal 1: RAN1 should consider option 3 or 5 as baseline for inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model.
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