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1. [bookmark: _Ref115425183][bookmark: OLE_LINK1][bookmark: OLE_LINK2]Introduction 
In RANP#102 meeting, a Rel-19 work item on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface was approved [1]. The work item is basically based on the study item outcome as reported in TR 38.843 [2]. One of the objectives is to provide specification support for the AI/ML use-case for positioning accuracy enhancements. The scope is described as follows:
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases




In RAN1#116 meeting, we have made the following selected agreements [3]:
	Agreement

For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time





This contribution provides our views on various aspects to support AI/ML for positioning accuracy enhancements, including data collections, model monitoring and updates, and positioning measurement enhancements by AI/ML.

2. Discussion
3GPP has identified a general AI/ML framework for NR air interface to facilitate different use-cases, including positioning. The aim of the framework is to cover a general architecture addressing the whole AI model life cycle, Life Cycle Management, (LCM), including such as data collection, model training, etc. The connection between different function blocks in LCM is illustrated Figure 1 taken from [2].
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[bookmark: _Ref158797839]Figure 1: Functional framework for AI/ML for NR [2] 

Data Collection
Data collection is a process of collecting data by the network nodes, management entity, or UE for the purpose of AI/ML model training, data analytics, and inference. 
Data collection is a fundamental step in development and training of AI/ML model. It gathers relevant information and observations that are used to train, validate, and test the AI/ML model and its algorithms. In the context of AI-based positioning, the LMF can be responsible for data collection. For example, to develop an AI/ML model for positioning purpose, the LMF needs to collect information data from UE and/or gNB. These information data can be raw measurements estimated from the radio reference signal, or some features extracted from the raw measurements. 
Additionally, it is essential to label the collected information data. The data labeling ensures that each information data is associated with the label itself, such as the ground truth location of the UE. This linkage between information data and ground truth location is the key in training AI models sufficiently and in improving positioning estimation accuracy. 
Data collection relies on cooperation between information generation entity (e.g., UE, gNB) and the server/management functions (e.g., LMF). During the whole process, the information generation entity (UE, gNB) provides positioning measurements and generate information data needed in model training. Subsequently it reports the information data to LMF. LMF collects the information data and proceed with data analysis, post-processing and model training.
Unlike the legacy positioning scheme, AI/ML positioning may require massive data collection, which requires UE or gNB to report Channel Impulse Response (CIR) measurements to the LMF. CIR measurements contain rich information which reflect the channel condition between UE and gNB. This information can be exploited for AI/ML model. Beyond that, the LMF needs to also be aware of the ground truth label associated with each CIR measurement report. The CIR measurements and the labels normally are generated from UE, PRU or gNB depending on the signaling direction (DL or UL). These information needs to be reported over the air to the LMF.  While as of today, there is no mechanism of reporting it.
[bookmark: _Ref158871841][bookmark: _Toc163222161]Proposal 1: Support radio channel characteristics reporting in a form of channel impulse response (CIR) for AI/ML positioning.

The data collection operation differs depending on the positioning techniques and/or the AI/ML positioning cases. In DL -based operation, gNB transmit DL-PRS to UE. UE measures the received DL-PRS and estimates the Channel Impulse Response (CIR). Then it reports CIR measurements and the ground truth label to the LMF. It should be noted in DL case CIR measurement and GT label is reported from the same entity. In UL-based operation, gNB measures SL-SRS signal and report CIR to LMF. The GT label is reported by the UE. The illustration of the DL and UL operation is shown in the following figures.
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Figure 2: Illustration of data collection for AI-based positioning in DL (left) and in UL (right)
Reporting raw CIR measurement requires heavy signaling overhead. CIR measurement is normally implemented by UE in DL positioning or gNB in UL positioning. One raw CIR measurement should at least cover the wireless channel of interest, which duration depends on the deployment scenario (outdoor or indoor) and the environment’s delay spread. The reporting size may depend on the measurement samples per UE-gNB link. It can be impractical to report a large data packet every positioning occasion. Thus, it becomes important to consider the report size reduction without compromising the positioning accuracy.
[bookmark: _Toc163222162]Proposal 2: Support configurable CIR measurement report (e.g., report size, measurement window size) in an effort to reduce the signalling overhead.
The labelling aspect as described earlier is commonly used for the AI/ML model training, as a process of supervised learning. The concept is to learn the relationship between the model input and the expected model output using neural network. In the case of model training for positioning, LMF requires CIR measurements information data (as AI model input) and the corresponding labels (as expected AI model output). Thus, besides of CIR report, UE needs to also convey the label and the association between CIR measurement and the corresponding label.
[bookmark: _Toc163222163]Proposal 3: Support labelling procedure (i.e., label information reported by UE / gNB) as part of the data collection to facilitate supervised learning AI/ML. 
The Label types may differ from model’s functionality: 
1. For direct AI/ML positioning, UE, PRU provides its ground truth (GT) coordinate in Global Cartesian System (GCS) to LMF. In a label report, there should be one GT UE coordinate per CIR report. 
2. For assisted AI/ML positioning, UE, PRU provides information specific to each UE-gNB link. This information can be:
a. GT LOS/NLOS channel state, 
b. GT delay/range information, or 
c. GT timing error information.

Label association in UL-based positioning had different mechanism than in DL-based. The mapping between label and CIR measurement is needed. However, this information is missing in UL operation where the label report and CIR measurement are provided by two different entities, e.g., label report by UE and CIR report by gNB. Therefore, it is important that the UE can convey this information. It can be done by one of the following options:
a. The label is reported to LMF as soon as UE transmit SRS. This approach implicitly informs LMF the connection between label and SRS transmission, and subsequently LMF should be aware of the association between label and CIR measurement from that SRS transmission. To tighten up the connection, the label request can be provided together with SRS transmission request from gNB to UE. 
b. Alternatively, the label association information can be conveyed explicitly in the label report. For instance, the report may comprise the label and the corresponding SRS resource ID.
In this case, the measurement data and label data may or may not be provided by the same entity.
[bookmark: _Toc163222164]Proposal 4: Support the association of GT label with the collected data (e.g., CIR measurement report) 
As part of the data collection, the contents of measurement data and label data were discussed in RAN1#116 meeting [4]. Our preference in term of the measurement data and label data contents are shown in below proposal.
[bookmark: _Toc163222165]Proposal 5: A labelled training data sample is composed of at least the following components:
· For measurement data:
· Channel measurement (corresponding to model input), e.g., CIR, PDP, DP
· Quality indicator of channel measurement, e.g., SNR/SINR
· Time stamp of channel measurement
· For label data:
· Ground truth label (corresponding to model output), e.g., location coordinate, timing information
· Quality indicator of the label
· Time stamp of the label  
· If label data and the measurement data are provided by the same entity, a same time stamp can be sufficient for both channel measurement and label

Two cases of AI/ML assisted positioning with different priorities have been listed as part of the normative work of AI/ML positioning. The first priority is the case of NG-RAN node assisted positioning with gNB-side model (Case 3a) and as second priority is the case of UE-assisted/LMF-based positioning with UE-side model (Case 2a). 
Data collection is used for the model training so that the AI/ML model can be produced. The AI/ML model can be created in a network node, such as AI/ML data analytic function or LMF and then later to be used at the UE or gNB depending on the AI/ML cases. For simplicity, we can consider LMF as the network mode which perform the model training. We expect the LMF as a network node has better computation power and better power capacity/source than the UE. Furthermore, LMF may receive the information or data collection from many nodes (UEs, gNBs, etc) as the input to create, train, re-train the AI/ML model. Once the AI/ML model has been created/ updated, the AI/ML model can be provided to the UE for AI/ML UE-side model or gNB for AI/ML gNB-side model. Subsequently, the UE or gNB performs AI/ML model inference. 
[bookmark: _Toc163222166]Proposal 6: Support model transfer operation from server node (e.g., LMF) to UE/gNB to support AI/ML-assisted positioning.
The AI/ML model being transferred shall have a predefined structure and the model parameters. A complex structure can be provided in the case when high positioning accuracy is required and also for the case when the UE has high computation power capability. A specific model structure may be required for different type of AI/ML mode (i.e., assisted or direct) and for different positioning techniques. Further study is required to define the details model structure and parameters for model transfer. AI/ML model structure and parameters can consider at least the following aspects:
· The inference model can be partially or fully provided.
· The time validity of the inference model.
· The structure (i.e., number and types of layers, interconnections, etc.) of the predictive neural network as part of the inference model.
· The measurement that the UE should perform associated with the provided inference model.

[bookmark: _Toc163222167]Proposal 7: Define the AI/ML model structure and parameters for model transfer to support AI/ML-assisted positioning.

Model Input
RAN1 has made some progress on AI/ML model input aspect by producing several agreements in RAN1 #116 meeting [3]. The model input can be in a form of the obtained time domain channel measurements. Two alternatives were identified, such as the sample-based and path-based measurements. 
We consider sample-based measurement has some advantages for the AI/ML model input over the path-based measurement. The sample-based measurement is rich of information. This would provide more freedom in utilizing the model input and it can lead to improvement of the positioning estimation accuracy. Furthermore, we consider that the sample-based measurement could still be further processed to generate the timing information for each path, via such as post-processing at the LMF side. 
One can argue sample-based measurement may have larger signaling overhead (i.e., measurements size) than the path-based measurement. However, the richness of the information carried by the sampled-based measurements shall be as the main consideration. Furthermore, the reporting size of sampled-based measurement can be configured depending on the need of the model training. For example, the window size of the sampled-based measurement can be adjusted.
The time-domain channel measurement is expected to be generated by the UE/gNB. For example, for the downlink-based positioning, the information is provided by the UE and for the uplink-based positioning the measurement information is provided by the gNB. In term of the implementation, the legacy UE is in principle capable of performing the sample-based computation for positioning measurement. We expect there has no significant implementation changes in the legacy UE in order to support sample-based measurement.
In term of the applicability of the sample-based time domain channel measurement, it can be applicable to all of the AI/ML positioning case when the AI/ML is deployed in the LMF (LMF-side model). In this case, it can be applied in Case 2a, 2b, 3a, and 3b.
[bookmark: _Toc163222168]Proposal 8: Support sample-based time domain channel measurement as the AI/ML model input.

Model Monitoring & Update
It can be observed in Figure 1 that the Model Management is the core of LCM, connecting to all the other components. The objective of model management function is to automatically monitor the model performance or the model validity at different model deployment entities (UEs or gNBs). Consequently, it is also tasked to constantly deliver the up-to-date models, to guarantee the best model performance. In our view, Model Management function mainly triggers two procedures: Model Switching and Model Updating.
In many cases, AI/ML model maybe only valid or can achieve good performance in some designated areas or under certain conditions. However, these areas or conditions may be subject to environment change or UE behavior change. When there are some changes but UE/gNB doesn’t adopt to an up-to-date model, the AI/ML positioning accuracy could be comprised. For instance, consider a scenario in a production line where the configuration/constellation of machines might change. This rearrangement of the environment can impact channel conditions and propagation characteristics, such as LOS.  Continuously employing an outdated model in the UE/gNB may result in compromised positioning performance.
Therefore, it is essential to implement updating mechanism so that the accurate positioning estimation can still be guaranteed. It is worth noting that based on simulation carried out in the SI, an inaccurate / obsolete AI/ML model could lead to positioning estimates even worse than the calculation without AI/ML (i.e., legacy NR positioning).
As for the AI/ML positioning, the UE or gNB receives the AI/ML model from a server (e.g., LMF or dedicated AI/ML server). The AI/ML model is used to produce a set of outputs based on a set of inputs, so called AI/ML inference. AI/ML model inference is performed by UE or gNB depending on the AI/ML cases, for example:
-	Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
-	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
-	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
In certain conditions/scenarios, the obtained AI/ML model requires some updates. However, the AI/ML model update mechanisms involve various nodes, and various positioning techniques. A solution is that the UE or gNB which performs AI/ML model inference can determine the validity of AI/ML model and can trigger model updating. In order to achieve this,  LMF can provide criteria/conditions which comprises model updating criteria/condition(s) to the UE or gNB, in assisting UE/gNB to assess whether the deployed model fit the current environment such as whether the model is up-to-date.
[bookmark: _Toc163222169]Proposal 9: In order to support AI/ML model update (e.g., in case 1), the AI/ML server/management (e.g., LMF) sends criteria (e.g., parameters for performance evaluation, thresholds) to the UE/gNB performing AI/ML model inference.
Based on the that criteria information, the UE or gNB performs model monitoring, including computation and measurement to assess the validity of the AI/ML model. Once the assessment is done, the UE or gNB can send an indication to the AI/ML server/management (e.g., LMF) to trigger retraining of the given AI/ML model. In such case, the current protocol, such as LPP and NRPPa, can carry the indication to LMF and gNB, respectively.
[bookmark: _Toc163222170]Proposal 10: UE or gNB to provide an indication of AI/ML model validity to the AI/ML server/management (e.g., LMF).

3. Conclusion
In this contribution, we provide our views various aspects to support AI/ML for positioning accuracy enhancements. The proposals are listed below.
Proposal 1: Support radio channel characteristics reporting in a form of channel impulse response (CIR) for AI/ML positioning.
Proposal 2: Support configurable CIR measurement report (e.g., report size, measurement window size) in an effort to reduce the signalling overhead.
Proposal 3: Support labelling procedure (i.e., label information reported by UE / gNB) as part of the data collection to facilitate supervised learning AI/ML.
Proposal 4: Support the association of GT label with the collected data (e.g., CIR measurement report)
Proposal 5: A labelled training data sample is composed of at least the following components:
· For measurement data:
· Channel measurement (corresponding to model input), e.g., CIR, PDP, DP
· Quality indicator of channel measurement, e.g., SNR/SINR
· Time stamp of channel measurement
· For label data:
· Ground truth label (corresponding to model output), e.g., location coordinate, timing information
· Quality indicator of the label
· Time stamp of the label  
· If label data and the measurement data are provided by the same entity, a same time stamp can be sufficient for both channel measurement and label

Proposal 6: Support model transfer operation from server node (e.g., LMF) to UE/gNB to support AI/ML-assisted positioning.
Proposal 7: Define the AI/ML model structure and parameters for model transfer to support AI/ML-assisted positioning.
Proposal 8: Support sample-based time domain channel measurement as the AI/ML model input.
Proposal 9: In order to support AI/ML model update (e.g., in case 1), the AI/ML server/management (e.g., LMF) sends criteria (e.g., parameters for performance evaluation, thresholds) to the UE/gNB performing AI/ML model inference.
Proposal 10: UE or gNB to provide an indication of AI/ML model validity to the AI/ML server/management (e.g., LMF).
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