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1	Introduction
The approval of the Rel-19 work package marks the next wave of 5G Advanced evolution [1]. The package includes a work item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface [2].
The work item consists of multiple objectives, including further study on AI/ML-enabled CSI compression:
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 

At RAN1#116, initial agreements on additional study on AI-enabled CSI compression were agreed (see Appendix). 
In this contribution, we discuss the remaining issues of additional study on AI-enabled CSI compression.
2	Background
AI/ML techniques, such as autoencoders, can be used in CSI compression and feedback. The basic principle of an autoencoder is to take an input, perform non-linear compression by an encoder to a lower-dimensional latent representation, and decompress the latent representation by a decoder to a defined target. In the context of CSI compression, the UE’s estimated CSI is taken as the input to the encoder. The output of the UE’s encoder (i.e., the latent representation of the channel in a quantized form) is transmitted over the air interface (Uu) to the BS. The BS uses a matching decoder to reconstruct the channel state. Hence, the autoencoder model is divided between the UE and BS, creating an inter-node dependency for model training and model management. 
Using autoencoders for CSI compression is in line with the agreement that for the evaluation of the AI/ML based CSI compression sub use cases, a two-sided model is considered as a starting point, including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. At least for inference, the CSI generation part is located at the UE side, and the CSI reconstruction part is located at the gNB side.
The autoencoders can be used to compressed either the raw channel matrix estimated by UE or the eigenvector(s) of the raw channel matrix estimated by UE, etc. Raw channel matrix-based CSI feedback provides gNB with the most flexibility in determining downlink transmission, though it deviates from the existing codebook-based CSI feedback. In contrast, the channel eigenvector-based CSI feedback is more in line with the conventional codebook-based CSI feedback methods, but it does not provide as much flexibility as the raw channel matrix-based CSI feedback. Both types of CSI feedback schemes are of interest and deserve study. 
3	Performance study
To evaluate AI/ML based algorithms for CSI compression, datasets are needed. Both real data and synthetic data can be used to develop and evaluate AI/ML based algorithms. 3GPP has well established simulation methodology, which can be used to generate synthetic data. CSI enhancement would be most valuable in the scenarios where there is high-capacity demand. Therefore, the evaluation could focus on UMi-street canyon and UMa scenarios.
In general, the statistical models in TR 38.901 can be used as baseline for link and system evaluation of AI/ML based algorithms for CSI feedback enhancement. However, the Rel-18 study shows that using data generated from stochastic channel models is not sufficient to demonstrate the performance gain of CSI compression compared to non-AI/ML based algorithms.
Observation 1: The Rel-18 study shows that using data generated from stochastic channel models is not sufficient to demonstrate the performance gain of CSI compression compared to non-AI/ML based algorithms.
To improve the performance gain, site-specific AI/ML models for CSI compression should be considered. Site-specific optimization refers to the continuous process of fine-tuning network configurations on a per-site basis. The goal is to ensure optimal performance for individual cell-sites in terms of key performance indicators (KPIs) like coverage, capacity, quality-of-service (QoS), quality of experience (QoE) and energy efficiency. Which attributes are tuneable and important for site-specific optimization depends on the RAN deployment architecture, as well as the capabilities of cell-site specific network elements. As cellular networks continue to evolve with the emergence and deployment of innovative technologies beyond 5G, site-specific RAN optimization is poised to become more sophisticated due to the increasing number of frequency bands, demanding KPIs (e.g., higher data rates, ultra-low latency, wider coverage, lower energy consumption, and high-accuracy positioning) and innovation of more advanced antenna technologies.
Proposal 1: Site-specific AI/ML models for CSI compression should be considered to improve performance gain.
It was agreed that for the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
It was emphasized that while modelling the spatial correlation, companies should ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel.
Nonetheless, to enable the development and evaluation of site-specific AI/ML models, it is beneficial to define a common reference scenario with site specificity. 
There are two options for defining a common reference scenario with site specificity:
· Option 1: Real-scenario map that is a virtual representation of a real area on earth. 
· Option 2: Synthetic-scenario map that is artificially constructed to mimic a certain environment such as urban macro, rural macro, indoor office, and indoor factory.
Proposal 2: Define a common reference scenario with site specificity as a basis for further study of AI/ML based CSI compression. 
Proposal 3: Select one the following options to define a common reference scenario with site specificity as a basis for further study of AI/ML based CSI compression:
· Option 1: Real-scenario map that is a virtual representation of a real area on earth. 
· Option 2: Synthetic-scenario map that is artificially constructed to mimic a certain environment such as urban macro, rural macro, indoor office, or indoor factory.
As a starting point of the discussion, 3GPP may consider the existing scenarios, e.g., those defined by METIS [3]. Specifically, for urban scenarios, the Madrid grid developed by the METIS project can be considered.
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Figure 1: Madrid grid for Urban Micro and Urban Macro. Source: METIS D6.1 [3].
Proposal 4: Consider the Madrid grid developed by the METIS project for urban scenarios for further study of site-specific AI/ML based CSI compression. 
Once a scenario is defined, ray tracing can be used to generate data for the development and evaluation of site-specific AI/ML models for CSI compression. Ray tracing is a rendering and simulation technique used in computer graphics, optics, and other fields to simulate the way rays of light or other radiation travel through a virtual environment. In the context of wireless communication and radio wave propagation, ray tracing is often employed to model and simulate the paths that EM waves take as they propagate through various materials and interact with surfaces and obstacles. It provides a deterministic and physics-based modelling approach that simulates the paths of individual rays of EM waves, considering reflections, refractions, diffractions, and other interactions with objects and surfaces. It offers high-resolution simulations, capturing the specific paths of rays and the effects of the surrounding environment, making it valuable for site-specific planning, antenna design, and network optimization in the field of wireless communication. 
Proposal 5: With a common reference scenario with site specificity, ray tracing is used to generate channel data for the development and evaluation of site-specific AI/ML models for CSI compression.
3	Inter-vendor training collaboration
For autoencoder based CSI feedback, one important question is how to train an autoencoder model for deployment. There are different training options that have various levels of collaboration between UE and gNB:
· Type 1: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
· Type 2: Joint training of the two-sided model at network side and UE side, respectively.
· Type 3: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Figure 2 illustrates Type-1 training. In this case, joint training is performed at a single entity in a single training session. This entity can be at the network or UE side. For example, if the training is done at the network side, the network can transfer the encoder model to the UE, and vice versa.
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Figure 2: Joint training of the two-sided model at a single side/entity, e.g., UE-sided or Network-sided.
Figure 3 illustrates Type-2 training. In this case, joint training is performed at two sides in a single training session. The encoder model and decoder model are trained at UE side and at network side, respectively. But the models are jointly trained in the same loop for forward propagation and backward propagation, by exchanging forward activation and backward gradient between UE-side entity and network-side entity.
As an example, Type-2 training procedure may go as follows. For each forward propagation and backward propagation loop (assuming that the dataset between UE side and network side is aligned):
· Step 1: UE side generates the forward propagation results (i.e., CSI feedback) based on the data samples, and sends the forward propagation results to network side.
· Step 2: Network side reconstructs the CSI based on forward propagation results, trains the CSI reconstruction part, and generates the backward propagation information (e.g., gradients), which are then sent to UE side.
· Step 3: UE side trains the CSI generation part based on the backward propagation information from network side.
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Figure 3: Joint training of the two-sided model at network side and UE side, respectively.
Figure 4 illustrates Type-3 training. In this case, separate training is performed at two sides in different training sessions. Unlike Type-2 training, there is no collaboration during training in Type-3 training. But it is necessary to have some coordination outside the training process to ensure that the UE-side CSI encoder model and the NW-side CSI decoder are compatible. 
As illustrated in Figure 4, we can have separate training starting with UE side (the left part of the figure), or separate training starting with NW side (the right part of the figure). 
As an example, Type-3 training procedure starting with UE side training (UE-first training) may go as follows.
· Step 1: UE side trains the UE side CSI generation part and the UE side CSI reconstruction part (which is not used for inference) jointly.
· Step 2: After UE side training is finished, UE side shares network side with a set of information (e.g., a training dataset consisting of (encoder output, target CSI)) that is used by the network side to be able to train the CSI reconstruction part.
· Step3: Network side trains the network side CSI reconstruction part based on the received set of information.
Similarly, as an example, Type-3 training procedure starting with network side training (network-first training) may go as follows.
· Step 1: Network side trains the network side CSI generation part (which is not used for inference) and the network side CSI reconstruction part jointly.
· Step 2: After network side training is finished, network side shares UE side with a set of information (e.g., a training dataset consisting of (Input of CSI encoder, encoder output)) that is used by the UE side to be able to train the UE side CSI generation part.
· Step 3: UE side trains the UE side CSI generation part based on the received set of information.
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Figure 4: Separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively.
Different training approaches offer different advantages and challenges. Among these, training type 1 holds the promise of yielding superior performance, but the deployment and management of the models can be intricate. Take training type 1 at the network side for example. The network side entity shall involve the UE vendor of the targeted UE type in the training so that the trained CSI encoder model is compatible with the UE’s implementation. However, this effort entails the disclosure of proprietary information by the UE vendor to the network side, which can be a significant challenge. 
On the other hand, training type 2 retains the confidentiality of proprietary information at both the network and UE sides, as model information remains within their respective domains. Nonetheless, the two respective training entities need to coordinate their training iterations to exchange forward activation and backward propagation results, which can lead to significant coordination effort and overhead. 
Training type 3 emerges as an option that not only safeguards proprietary information but also eliminates the necessity for collaboration during the training iterations because coordination can take place outside the training process.
The training complexity inherent in a two-sided AI/ML model for the air interface is further compounded by the necessity for multi-vendor interoperability and compatibility. The CSI decoder located at the gNB needs to be compatible with different CSI encoders at the UEs, and vice versa. In scenarios where a common CSI decoder model is utilized for multiple CSI encoder models, the network-side training entity—under training type 1 or 2—must coordinate with UE vendors for joint training efforts. Notably, the release of a new UE type could potentially trigger retraining across all vendors. Similar challenges exist in training type 1 or 2 when a shared CSI encoder model is used for multiple CSI decoder models. 
These issues can be mitigated in training type 3. In particular, if a common CSI decoder model is used for multiple CSI encoder models (or vice versa), the retraining due to the release of a new UE type can be confined to involve only the associated UE vendor and the network vendor due to the separate training nature in training type 3. In summary, for CSI feedback hinging on a two-sided AI/ML model, training type 3 emerges as a more pragmatic and feasible approach in comparison to training types 1 and 2.
Proposal 6: Adopt training type 3 (i.e., separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively) for inter-vendor training collaboration.
Conclusion
In the previous sections, we discuss general aspects of AI/ML framework for NR air interface and make the following observations:
Observation 1: The Rel-18 study shows that using data generated from stochastic channel models is not sufficient to demonstrate the performance gain of CSI compression compared to non-AI/ML based algorithms.
Based on the discussion in the previous sections we propose the following:
Proposal 1: Site-specific AI/ML models for CSI compression should be considered to improve performance gain.
Proposal 2: Define a common reference scenario with site specificity as a basis for further study of AI/ML based CSI compression. 
Proposal 3: Select one the following options to define a common reference scenario with site specificity as a basis for further study of AI/ML based CSI compression:
· Option 1: Real-scenario map that is a virtual representation of a real area on earth. 
· Option 2: Synthetic-scenario map that is artificially constructed to mimic a certain environment such as urban macro, rural macro, indoor office, or indoor factory.
Proposal 4: Consider the Madrid grid developed by the METIS project for urban scenarios for further study of site-specific AI/ML based CSI compression. 
Proposal 5: With a common reference scenario with site specificity, ray tracing is used to generate channel data for the development and evaluation of site-specific AI/ML models for CSI compression.
Proposal 6: Adopt training type 3 (i.e., separate training at network side and UE side, where the UE-side CSI generation part and the network-side CSI reconstruction part are trained by UE side and network side, respectively) for inter-vendor training collaboration.
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Appendix A: Evaluation results
In this appendix, we provide some evaluation results on CSI compression using AI/ML based algorithms. The system-level simulation assumption and scenarios are built on the basis of the RAN1 agreements.
We consider CSI compression and feedback with an autoencoder, which is a two-sided model including an AI/ML-based CSI generation part to generate the CSI feedback information and an AI/ML-based CSI reconstruction part which is used to reconstruct the CSI from the received CSI feedback information. The autoencoder consists of mainly convolutional layers and fully connected layers. The input to the autoencoder is the eigenvectors of the raw channel matrix. 
We train and test the autoencoder for a range of compression ratios. The compression ratio is defined as the ratio of the number of real-valued channel eigenvector coefficients and the number of real-valued feedback coefficients.
Table 1 presents the performance results of the trained autoencoders in terms of the cosine similarity between true and reconstructed eigenvectors of raw channel matrix. For both cases, the results show that the higher the compression ratio, the higher the cosine similarity value. When the autoencoder is trained and tested on CDL-C, we can see that the cosine similarity is as high as 0.939 for a compression ratio as low as 1/64. When the autoencoder is trained and tested on dense urban scenario, we can see that the cosine similarity is 0.797 for a compression ratio of 1/16. Therefore, it is much easier for the autoencoders to compress CSI in CDL-C than in dense urban scenario. This is not surprising as the link level channel model CDL-C has fixed angle values and represents only a single channel realization while the system level channel in the dense urban scenario is much more sophisticated.
Table 1: Cosine similarity between true and reconstructed eigenvectors of raw channel matrix.
	CDL-C for training and testing
	Compression ratio
	1/64
	1/32
	1/16

	
	Cosine similarity
	0.939
	0.976
	0.989

	Dense urban for training and testing
	Compression ratio
	1/16
	1/8
	1/4

	
	Cosine similarity
	0.797
	0.845
	0.891



Next, we explore the model generalization performance. Specifically, we use the autoencoders trained for dense urban scenario and test them using the channel data generated by CDL-C. Table 2 presents the performance results. We can see that the autoencoders trained in the sophisticated dense urban scenario perform well in CDL-C. We can see that the cosine similarity is 0.9358 for a compression ratio of 1/16. 
Table 2: Generalization performance of CSI autoencoder: Training on dense urban and testing on CDL-C.
	Dense urban for training; CDL-C for testing
	Compression ratio
	1/16
	1/8
	1/4

	
	Cosine similarity
	0.9358
	0.9655
	0.9661



In contrast, we find in our experiments that the autoencoders trained in CDL-C do not perform well in the sophisticated dense urban scenario. This is not surprising as AI/ML models are only as good as the data they are trained on, and the autoencoders trained in CDL-C do not learn enough the channel data pattern in the sophisticated dense urban scenario.
For ease of visualization, we plot the results in Table 1 and Table 2 in the same figure below.
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Figure 5: Performance of CSI autoencoder.

Appendix B
B.1	RAN1#116 agreements

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.


Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.
Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:
· Performance of the localized model that has similar or lower complexity as the benchmark model.
· Model complexity of the localized model that achieves similar or better performance as the benchmark model.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.

Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.
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