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1. Introduction
[bookmark: OLE_LINK15][bookmark: OLE_LINK16][bookmark: OLE_LINK21][bookmark: OLE_LINK22][bookmark: OLE_LINK23][bookmark: OLE_LINK11][bookmark: OLE_LINK12]The discussion in previous meeting was to focus on the model part. The data part related to training data collection for UE side model was instead less addressed.

The two model aspects, model identification and model transfer/delivery, has achieved the following agreement/conclusion,
	Agreement
1. To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
1. To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases.
1. MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
1. MI-Option 2: Model identification with dataset transfer
1. MI-Option 3: Model identification in model transfer from NW to UE
1. FFS: The boundary of the options
1. Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
1. Note: other options are not precluded
Observation
The other options are proposed for model identification type B by companies during the discussion:
1. MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
1. MI-Option 5. Model identification via model monitoring

Agreement
Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
1. Relationship between model ID and data collection related configuration(s) and/or indication(s) 
1. Information transmitted from NW to UE (if any) 
1. Information transmitted from UE to NW (if any)
1. The associated procedure
1. Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion.

Conclusion
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.





In this contribution, we further analyze model identification and model transfer/delivery.










2. [bookmark: OLE_LINK1][bookmark: OLE_LINK2]Model identification aspect
In TR, the definition of the model identification is captured in below, 
	Model identification: A process/method of identifying an AI/ML model for the common understanding between the NW and the UE. Note: The process/method of model identification may or may not be applicable. Note: Information regarding the AI/ML model may be shared during model identification.




It is also observed from the TR sentence that, the “model ID” can be indicated once a model is identified,
	Once models are identified, at least for Type A, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point. Note: model identification using capability report is not precluded for type B1 and type B2. 




Also, there is the following sentence captured in LCM section related to the model identification with more affirmative wording,
		For AI/ML model identification 
-	Models are identified by model ID at the Network. UE indicates supported AI/ML models




Further, the model identification is considered for data related events, with the following cases, 
	One example use case for Type B1 and B2 is model identification in model transfer from NW to UE. Another example is model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer. Note: Other example use cases are not precluded. Note: Offline model identification may be applicable for some of the example use cases.




From the above, we can see the following design consideration,
· The model identification could be realized at the data development stage before the model is built
· The model ID is a necessary outcome, once model is identified

[bookmark: OLE_LINK163][bookmark: OLE_LINK164]But it is also a fact that RAN1 is still discussing whether model identification procedure is required. Instead of arguing the need of model ID after model identification, the need and the benefit of model identification may be more critical for exploration. 

We expect that the model identification method could ensure the consistency between training and inference, which is the first subbullet below in the TR,
	For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
1. Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
1. Model training at NW and transfer to UE, where the model has been trained under the additional condition
1. Information and/or indication on NW-side additional conditions is provided to UE 
1. Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
1. Other approaches are not precluded
1. Note: 	the possibility that different approaches can achieve the same function is not denied


It may be argued that, for the third subbullet, which is to provide the informations related to NW side additional conditions to UE, could also ensure the consistency. If the provided informations as the assistance data are different between training and inference stage, it has no way to ensure the consistency, unless there is strong constraint that for the provided information at training stage, UE is not expected to receive different information content at inference stage. 

[bookmark: OLE_LINK167][bookmark: OLE_LINK168][bookmark: OLE_LINK165][bookmark: OLE_LINK166]Therefore the third subbullet method is equivalent to check the assistance data at training stage and at inference stage respectively. If they are aligned, there is consistency. From UE perspective, when the model is built at the training stage, it still has the risk whether the model could be used for inference. The timeline is shown in Fig. 2-1. Another possible solution to mitigate this issue is that, NW indicates the change of configurations/conditions through higher layer signalling to OTT server, and it is up to UE vendor to abort the model generation.
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[bookmark: OLE_LINK157][bookmark: OLE_LINK158]Fig. 2-1, After the model is developed at OTT server, it is still not sure whether it can be applied in the field, if there is any significant change on NW side configurations/conditions
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Fig. 2-2, Model identification method may be valuable if it can provide the way to eliminate the uncertainty at NW and UE part during model development


Basically, at least the following aspects may influence the data for the generation of UE side model
1. NW side configuration/conditions/additional conditions from transmission perspective
1. UE side conditions/additional conditions from reception perspective
1. Dataset amount, label quality

[bookmark: OLE_LINK171][bookmark: OLE_LINK172][bookmark: OLE_LINK173][bookmark: OLE_LINK174]It doesn't mean, any change on the above items will lead to a malfunctioning model. However the uncertain model performance degradation could be expected once there is any change on the above items. It would be expected that the model identification method could provide the way to eliminate the uncertainty at NW during model development, as shown in Fig. 2-2. Namely, once a model is identified, it guarantees the consistency for inference in the future. Otherwise, the provision of assistance data related to configurations and conditions at different stages for checking the alignment, as seen in Fig. 2-1, is enough.

An identified model may require a list with multiple fields to describe the property. The below is an example leveraged from LPP (TS37.355) for legacy positioning. If dl-PRS-ID-r16 is comparable as a model ID, the nr-DL-PRS-Info-r16 field providing the PRS configuration is comparable as the configurations at NW side.






	
NR-DL-PRS-AssistanceDataPerTRP-r16 ::= SEQUENCE {
	dl-PRS-ID-r16					INTEGER (0..255),
	nr-PhysCellID-r16				NR-PhysCellID-r16			OPTIONAL,	-- Need ON
	nr-CellGlobalID-r16				NCGI-r15					OPTIONAL,	-- Need ON
	nr-ARFCN-r16					ARFCN-ValueNR-r15			OPTIONAL,	-- Need ON
	nr-DL-PRS-SFN0-Offset-r16		NR-DL-PRS-SFN0-Offset-r16,
	nr-DL-PRS-ExpectedRSTD-r16		INTEGER (-3841..3841),
	nr-DL-PRS-ExpectedRSTD-Uncertainty-r16
									INTEGER (0..246),
	nr-DL-PRS-Info-r16				NR-DL-PRS-Info-r16,
	...,
	[[
		prs-OnlyTP-r16				ENUMERATED { true }		OPTIONAL	-- Need ON	
	]],
	[[
		nr-DL-PRS-ExpectedAoD-or-AoA-r17
									NR-DL-PRS-ExpectedAoD-or-AoA-r17	OPTIONAL	-- Need ON
	]]
}





[bookmark: OLE_LINK225][bookmark: OLE_LINK226]Observation 2-1: Instead of arguing the need of model ID after model identification, the need and the benefit of model identification may be more critical for exploration

Observation 2-2: For ensuring consistency, the option to provide information related to additional conditions is equivalent to check the information at training stage and at inference stage respectively. If they are aligned, there is consistency

Observation 2-3: When the model is built at the training stage, it still has the risk whether the model could be used for inference, since there is uncertainty on whether there is change on the NW side configurations/conditions after model development

[bookmark: OLE_LINK177][bookmark: OLE_LINK178]Observation 2-4: It would be expected that the model identification method could provide the way to eliminate the uncertainty at NW and UE part during model development. Namely, once a model is identified, it guarantees the consistency of the AI/ML model for inference in the future. Otherwise, the provision of assistance data related to configurations and conditions at different stages for checking the alignment is enough

Observation 2-5: Model ID could be a field within an IE with multiple fields that describes a model’s property after model identification

[bookmark: OLE_LINK179][bookmark: OLE_LINK180]Proposal 2-1: Strive to develop model identification method to ensure NW side consistency between training stage and the future inference stage, not just to allocate model ID


3. [bookmark: OLE_LINK39][bookmark: OLE_LINK40][bookmark: OLE_LINK41][bookmark: OLE_LINK42]Model transfer/delivery aspect
[bookmark: OLE_LINK55][bookmark: OLE_LINK56]The study item has identified the below cases for model transfer/delivery,
	[image: ]





It is also noted that, case z5 was deprioritized in previous meeting. The following study in Rel-19 may at least analyze the use cases from different perspectives, and even consider whether the further down-selection is needed.

In the TR, the model transfer/delivery use cases are formed by considering the two aspects,
· Training entity
· Storage location

The following perspectives are considered for our analysis under UE side model,
· UE side management/implementation
· Collaboration between NW and UE
· NW side management/implementation

[bookmark: OLE_LINK205][bookmark: OLE_LINK206][bookmark: OLE_LINK209][bookmark: OLE_LINK210][bookmark: OLE_LINK229][bookmark: OLE_LINK230]
For case y, it is observed that, 
	[bookmark: OLE_LINK223][bookmark: OLE_LINK224]For UE side management/implementation

	The UE vendor may define the corresponding signalling to deliver the suitable model from OTT server to the UE for inference. The model monitoring and switching are also done by the UE. This means, UE has the largest degree of freedom for handling the AI/ML framework.

	NW side management/implementation

	If NW is assisted for training and then the storage is outside 3GPP network, it may also depend on which entity, or entities are handling the training data collection. It may be less sense for UE to collect the training data, and for NW to assist for training. And further, the model is stored at UE vendor’s OTT server. 
When UE is expected to have good degree of freedom for AI/ML framework, model training may not be considered to rely on another entity. 

	Collaboration between NW and UE

	We consider it is collaboration if NW could ensure the consistency for inference in the future for a developed model by UE, or any higher layer signalling is informed to UE for any configuration/conditions change during model development at UE side.

Also, the joint training data collection between NW and UE could be possible. We see that in positioning use case, UE could provide the measurement as model input, and NW could provide the corresponding label such as UE location. This means, the collaboration is at training data collection aspect.



[bookmark: OLE_LINK211][bookmark: OLE_LINK212]
For case z1, it is observed that, 
	For UE side management/implementation

	The UE vendor may save the effort to design the proprietary signalling to deliver the suitable model to the UE for inference. The model monitoring and switching effort could be shared by NW. 

The UE vendor’s main concern is the model design. The proprietary model format is generally expected. 

The proprietary signalling design effort and model storage effort could be reduced by this use case.

	NW side management/implementation

	NW is assisted for storage and transfer in this use case. 

From UE vendor point of view, it is beneficial if the training data could be collected by NW and UE jointly, or UE alone, and the model training is done by UE, and the allocation of model is at NW. For the model training, UE vendor could consider leasing the server at NW.


	Collaboration between NW and UE

	Similar to case y for ensuring the consistency.

Similar to case y for joint training data collection at least for positioning use case.



[bookmark: OLE_LINK217][bookmark: OLE_LINK218]For case z2, it is observed that, 
	For UE side management/implementation

	The UE vendor takes care the model structure design, but it may save the model training effort since it is NW to handle the model training. Then NW may need to sign NDA to each UE vendor.

Honestly, if UE is able to design the model structure proprietarily and is able to obtain the training data, it has less sense that the model training has to rely on another entity, since the model structure design, model training and model test are iteratively performed.

Then case z2 from our view, may not be a good use case.

	NW side management/implementation

	NW takes model training with UE’s proprietary format. The iteration between UE and NW as mentioned above could be troublesome.


	Collaboration between NW and UE

	Similar to case y for ensuring the consistency.

Similar to case y for joint training data collection at least for positioning use case.

The iteration between model structure design, model training and model test requires deep collaboration between NW and UE.




[bookmark: OLE_LINK53][bookmark: OLE_LINK54][bookmark: OLE_LINK221][bookmark: OLE_LINK222]
For case z3, it is observed that, 
	For UE side management/implementation

	This use case may apply to the UE which is able to collect the training data alone, but is unable to design the own model structure.

From UE performance point of view, the open format has put limitation. But case z3 is a good temporary solution.

For UE, case z3 has similar benefit as case z1. Further, for UE vendor which is not able to develop the own proprietary solution in the beginning may consider case z3 and then eventually move to case z1. 

	NW side management/implementation

	[bookmark: OLE_LINK219][bookmark: OLE_LINK220]It is similar to case z1.


	Collaboration between NW and UE

	It is similar to case z1.




For case z4, it is observed that, 
	For UE side management/implementation

	The UE using this use case could be a low end UE but it expects to be equipped with some fashion features. The PRU deployed by NW is also feasible for using this case. It seems that case z2 is also applicable to PRU.

This is a use case without showing UE differentiation.

	NW side management/implementation

	NW takes most control on the model at UE.


	Collaboration between NW and UE

	Training data collection and ensuing the consistency, which are mentioned in other use cases may also be applicable for case z4.





[bookmark: OLE_LINK231][bookmark: OLE_LINK232]The below is a brief summary for our views,
· For case y, UE has largest degree of freedom for AI/ML framework design
· For case z1, UE has benefit to reduce proprietary signalling design effort
· For case z2, this may not be a good use case
· For case z3, it could be treated as a temporary solution for moving to case z1 in the future
· [bookmark: OLE_LINK227][bookmark: OLE_LINK228]For case z4, it can’t show the UE differentiation

Based on the above, the following proposal is conducted,
[bookmark: OLE_LINK233][bookmark: OLE_LINK234]Proposal 3-1: Further study on case z2 and z4 whether one of them could be further deprioritized


4. Conclusion

Observation 2-1: Instead of arguing the need of model ID after model identification, the need and the benefit of model identification may be more critical for exploration

Observation 2-2: For ensuring consistency, the option to provide information related to additional conditions is equivalent to check the information at training stage and at inference stage respectively. If they are aligned, there is consistency

Observation 2-3: When the model is built at the training stage, it still has the risk whether the model could be used for inference, since there is uncertainty on whether there is change on the NW side configurations/conditions after model development

Observation 2-4: It would be expected that the model identification method could provide the way to eliminate the uncertainty at NW and UE part during model development. Namely, once a model is identified, it guarantees the consistency of the AI/ML model for inference in the future. Otherwise, the provision of assistance data related to configurations and conditions at different stages for checking the alignment is enough

Observation 2-5: Model ID could be a field within an IE with multiple fields that describes a model’s property after model identification

Observation 3-1: The below is a brief summary for our views,
1. For case y, UE has largest degree of freedom for AI/ML framework design
1. For case z1, UE has benefit to reduce proprietary signalling design effort
1. For case z2, this may not be a good use case
1. For case z3, it could be treated as a temporary solution for moving to case z1 in the future
1. For case z4, it can’t show the UE differentiation



Proposal 2-1: Strive to develop model identification method to ensure NW side consistency between training stage and the future inference stage, not just to allocate model ID

Proposal 3-1: Further study on case z2 and z4 whether one of them could be further deprioritized
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Table 4.3-1: Model delivery/transfer cases

Case | Model delivery/transfer Model storage location | Training location
z1 model transfer in proprietary format. 3GPP Network UE-side / neutral site
z2 model transfer in proprietary format. 3GPP Network NW-side
z3 model transfer in open format. 3GPP Network UE-side / neutral site
z4 model transfer in open format of a known 3GPP Network NW-side

model structure at UE, i.e., an exact model

structure as has been previously identified

between NW and UE and for which the UE

has explicitly indicated its support.
z5 model transfer in open format 3GPP Network NW-side

at UE, i.e., any other model

structure not covered in z4, including any

model structure that is only partially known.
Note: The definition of various Cases is only for the purpose of facilitating discussion and does not imply

applicability, feasibility, entity mapping, architecture, signalling nor any prioritization.
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