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1. Introduction
In RAN1 #116 meeting, the following agreements were achieved on beam management with AI/ML [1].
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 
Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.
Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed
Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point



In this contribution, we provide discussions on the spec support for beam management with AI/ML operation in Rel-19.

2. Training data collection

2.1 Reporting signalling for training data

For training data collection, either L1 signaling or L3 signaling could be used. However, typically the frequency of data collection behavior is low. In addition, in the Reply LS to RAN2 during the study item phase, for training data collection, the latency requirement is marked as “Relaxed”. With L3 signaling, the UE could store the collected data and multiple collected data samples could be transferred together, which is more efficient.
Therefore, L3 signaling for training data collection is preferred for both UE side model and NW-side model. And the detailed container design for the training data collection could be up to RAN2.

Proposal 1:
· Regarding training data collection for both UE side model and NW-side model, L3 signaling is preferred as the reporting container.

2.2 Contents for training data

For the training data collection, the content for the training data should be discussed in RAN1. For beam management, the training data mainly includes the measurement results for the corresponding beams. Therefore, the beam ID, i.e., reference signal ID and corresponding beam quality, e.g., L1-RSRP should be collected.
Meanwhile, for training data collection, the data for model input and the ground truth data should be collected. For model input data, it corresponds to the measurement results of Set B reference signals. And the ground truth data corresponding to Set A reference signals. Considering L3 signalling for training data collection, the UE could store the data. Therefore, the model input data should be mapped to or associated with the corresponding ground truth data in one data sample; otherwise, the training entity can’t tell which data is for input and which data is for ground truth date. Figure 1 shows an example of the association.
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[bookmark: _Ref157541736]Figure 1 Association between the model input data and ground truth data

However, depending on the sub-use case, i.e., whether it is UE-side model or NW-side model, whether the UE should differentiate the model input data from the ground truth data could be further discussed.
For example, for NW-side model, the gNB could just configure Set A reference signals for measurement if Set B is subset of Set A, and then the differentiation between model input data and ground truth data is not necessary. In such case, the UE may need to report all the L1-RSRP for all the beams in Set A. If Set B is different from Set A, then both Set A and Set B should be transmitted to the UE. Then the UE may need to report all the L1-RSRP for all the beams in Set B and a subset of Set A.
Another aspect of training data collection which should be discussed is the quantization of the L1-RSRP. In current NR spec, for beam reporting, the differential RSRP is applied for beam reporting, and the step size is 2dB. The differential RSRP is helpful for overhead reduction. For the best beam, the overhead is 7 bits, and the step size for quantization is 1dB. However, for training purpose, if the existing quantization for beam reporting is applied for the model input data and ground truth data, then it may have impact on the training. The high-resolution quantization and non-differential RSRP could be considered for the training data collection.
Therefore, we have the following proposals.

Proposal 2:
· For training data collection, at least the following information should be included:
· Reference signal ID
· Beam quality, e.g., L1-RSRP
Proposal 3:
· For training data collection, the model input data and the ground truth data should be included. Whether and how to map/associate the model input data with the ground truth data could be further discussed per sub-use case for beam management.
Proposal 4:
· Regarding training data collection for NW-side model, the UE could report all the L1-RSRP for all the beams in Set A if Set B is subset of Set A. And the UE could report all the L1-RSRP for all the beams in Set B and a subset of Set A if Set B is different from Set A.
Proposal 5:
· For training data collection, RAN1 to further discuss the quantization for the model input data and ground truth data.

2.3 Reference signal configuration for training data collection

For training data collection, the main procedure in physical layer is the beam measurement. Therefore, the legacy framework on CSI-RS configuration and beam measurement could be utilized. For model input data, it is based on Set B reference signals, and for ground truth data, it is based on Set A reference signals.
Therefore, for training data collection, Set B reference signals and Set A reference signals could be configured to the UE for measurement.
However, for ground truth data collection, the UE should measure the Set A reference signals. This may lead to separate reference signal configuration with inference operation and should be further discussed.
In addition, for performance monitoring, Set A reference signals may need to be transmitted to the UE side. In such case, it seems the reference signals for training data collection could be reused for performance monitoring.

Proposal 6:
· For training data collection, the reference signals same as Set B should be configured to obtain the model input data. And the reference signals same as Set A should be configured to obtain the ground truth data.
Proposal 7:
· RAN1 to further discuss whether the same or separate reference signal configuration among training data collection, model inference and performance monitoring could be applied.

In addition, the reference signal configuration should be further discussed for each sub-use case of beam management, including BM Case-1 with UE-side model, BM Case-1 with NW-side model, BM Case-2 with UE-side model and BM Case-2 with NW-side model.
For example, for BM Case-2, the measurement window which consists of one or multiple measurement instances and prediction window which consists of one or multiple prediction instances should be configured. Therefore, the reference signals of Set B and Set A should be configured for one or multiple instances, respectively. Figure 2 shows an example of the configuration.
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[bookmark: _Ref157542750]Figure 2 Example of reference signal configuration for training data collection with BM Case-2

Proposal 8:
· Regarding training data collection, RAN1 to further discuss the reference signal configuration for different sub-use cases.

2.4 UE Rx beam assumption

In RAN1 #116 meeting, it was discussed on how to align the UE Rx beam of the measurements for training data collection.
In our view, for training data collection, the same UE Rx beam should be applied to the measurements for Set A and Set B. This is because for inference, Set A reference signals are not transmitted to the UE, and correspondingly, the same UE Rx beam should be assumed between the measurement of Set B and the prediction with Set A. In order to ensure the consistency between training and inference, the same UE Rx beam should be applied to the measurement for Set A and Set B.
Regarding whether the best UE Rx beam should be assumed, we think the UE Rx beam could be refined before triggering the training data collection related measurement, but which UE Rx beam should be used is actually up to UE implementation.

Proposal 9:
· Regarding training data collection, the same UE Rx beam should be applied to the measurements on the reference signals for model input data (Set B) and the measurements on the reference signals for ground truth data (Set A).

2.5 Quality of the training data

In RAN1 #116 meeting, it was mentioned that the measurement accuracy should be improved. The AI/ML performance might be impacted based on one-shot measurement. For training data collection, the accurate measurement results are helpful since the data is used for model training.
In our view, in order to improve the measurement accuracy, reference signal repetition could be considered, for example, the CSI-RS is configured with repetition and the UE could perform measurement multiple times. However, even with repetition, the same UE Rx beam should be maintained.

Proposal 10:
· Regarding training data collection, repetition of the reference signals could be considered to improve the measurement accuracy and the same UE Rx beam should be maintained during the measurement.

2.6 Beam pattern

Regarding the training data collection, another aspect worthy of discussion is the beam pattern for Set A and Set B. Since the data collection is for training purpose, if the supported beam pattern is different for different AI/ML functionality, then corresponding beam pattern for Set A and Set B should be configured for data collection.
Correspondingly, when UE stores the data, the model input data and the ground truth data should also be associated with the beam pattern for the configured reference signals.

Proposal 11:
· If multiple beam patterns for beam management with AI/ML are considered in Rel-19, then the model input data and the ground truth data should also be associated with beam pattern.

3. BM Case-1 (spatial beam prediction)

3.1 UE side model

3.1.1 Inference

For beam management with AI/ML operation, in the study item phase, it was agreed that Set B is used for measurement, and Set A is used for inference, i.e., prediction. Therefore, the reference signal configuration for Set B and Set A is important for the model inference.
In legacy spec, with the CSI reporting framework the UE could be configured with one or multiple reporting settings (CSI-ReportConfig). One CSI-ReportConfig could be linked to one or multiple resource settings (CSI-ResourceConfig). And one CSI-ResourceConfig is linked to one or multiple CSI-RS resource sets. Figure 1 Illustratutes the CSI framework in NR.
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[bookmark: _Ref157368619]Figure 3 CSI framework in NR

For BM Case-1 with UE side model, the reference signals of Set A and Set B should be configured to the UE. It has been agreed that Set B configuration is based on the legacy CSI framework. Similarly, we think that the configuration of Set A could also be based on the legacy CSI framework.
With the current CSI framework, there could be different alternatives for the configuration of Set A and Set B. For example, Set A and Set B could be configured with different CSI-RS resource set, or configured with different CSI-ResourceConfig, or with different CSI-ReportConfig. Among these options, it is slightly preferred to configure Set A and Set B via different CSI-RS resource set or via different CSI-ReportConfig.
During the inference operation, the reference signals in Set B are transmitted to the UE for measurement. Since Set A is for prediction, therefore, it’s not necessary to transmit the reference signals in Set A to the UE. However, when the UE report the predicted results, the CRI should be determined based on Set A instead of Set B. Therefore, the reporting enhancement should be discussed.

Proposal 12:
· For inference operation of BM Case-1 with UE side model, RAN1 to discuss the reference signal configuration of Set A, association between Set A and Set B, and possible reporting enhancement, taking the legacy CSI framework as starting point. It is slightly preferred to configure Set A and Set B via different CSI-RS resource set or via different CSI-ReportConfig.

In RAN1 #116 meeting, several candidate options were identified regarding the reporting content for inference results with UE side model.

	Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.



Among these options, our preference is Option 2. For Option 1, only the beam information of the Top-K beams is reported. However, the L1-RSRP information is also important for the gNB side since the gNB could know the actual quality of the beam. Also, in legacy beam reporting, the L1-RSRP is reported. Therefore, the same principle could be followed for the reporting of inference results. Regarding Option 3 and Option 4, the definition and quantization of the probability information and the confidence information would require a lot of discussion and hence are not preferred.
Regarding beam information, we think at least the reference signal ID, e.g., CRI/SSB RI could be included. In addition, the CC ID could also be considered. Considering the generalized AI/ML model, the UE may predict the beams for another CC. Hence, the CC ID could be included in the beam information.
Regarding the definition of reported RSRP, if Set B is subset of Set A, then whether the predicted RSRP or the measured RSRP should be reported could be subject to the AI/ML model performance. For example, if the AI/ML model works well, then the predicted RSRP could be applied. If the AI/ML model doesn’t work well, then the measured RSRP should be used.

Proposal 13:
· For BM Case-1 with UE side model, regarding the reporting contents of the inference results,
· Option 2 is preferred, i.e., Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams.
· The beam information could include CRI/SSBRI and CC ID.
· If Set B is subset of Set A, whether predicted RSRP or measured RSRP should be applied for Set B beams for reporting of the inference results could be subject to AI/ML model performance.

Beam indication is another important aspect for beam management. In study item, there was observation that at least for BM Case-1 with UE side model, the legacy TCI state mechanism can be used for beam indication.
Therefore, for BM Case-1 with UE side model, there is no need to further discuss beam indication enhancement.

Proposal 14:
· For BM Case-1 with UE side model, the legacy beam indication can work and there is no need to discuss the beam indication enhancement.

3.1.2 Performance monitoring

For AI/ML performance monitoring, there was the following agreement from RAN1 #110bis-e meeting.

	Agreement
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, study the following alternatives for model monitoring with potential down-selection: 
· Atl1. UE-side Model monitoring
· UE monitors the performance metric(s) 
· UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
· Atl2. NW-side Model monitoring
· NW monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation
· Alt3. Hybrid model monitoring
· UE monitors the performance metric(s) 
· NW makes decision(s) of model selection/activation/ deactivation/switching/ fallback operation



In the TR, the following was captured regarding the performance monitoring for UE-side model [2].

	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable



It could be observed that Type-2 performance monitoring corresponds to the UE-side monitoring. Option 2 of Type-1 performance monitoring corresponds to hybrid monitoring, and Option 1 of Type-1 performance monitoring corresponds to NW-side monitoring. For BM Case-1 with UE side model, either the UE side monitoring or the hybrid monitoring could be applied.

Proposal 15:
· [bookmark: _Hlk158801654]Regarding performance monitoring for BM Case-1 with UE side model, either the UE-side monitoring (Type-2 performance monitoring) or the hybrid monitoring (Option 2 of Type-1 performance monitoring) could be considered.

UE-side monitoring (Type-2 performance monitoring)

For UE-side monitoring, the UE needs to monitor the performance metric of the AI/ML functionality, and the UE should make decision on the corresponding activation/deactivation/switching/fallback operation. The UE should keep monitor the performance metric, and once the performance metric is below certain threshold for certain period, then the UE can determine that the AI/ML functionality doesn’t work well. The UE could then report to the network side that the current AI/ML functionality doesn’t work well and the corresponding LCM operation.
In Rel-16, SCell beam failure recovery operation was introduced. The UE is configured with reference signals for beam failure detection and corresponding timer/counter. Once beam failure happens over SCell, the UE could send the beam failure recovery request to the gNB side via SR and MAC-CE over PCell.
Similarly, the SCell beam failure recovery framework could be used for AI/ML functionality performance monitoring. The UE could be configured with the timer/counter/threshold for monitoring. If the functionality failure happens, the UE could make decision on functionality switching/activation/deactivation/fallback. The UE should report to the gNB about the failure of current functionality and the newly activated functionality.
Hence, we have the following proposal.

Proposal 16:
· Regarding UE-side monitoring (Type-2 performance monitoring) for BM Case-1 with UE side model, Rel-16 SCell BFR framework could be used as starting point. RAN1 to further discuss:
· the timer/counter/threshold configuration for performance monitoring
· how to report the information that the current functionality doesn’t work well and the newly activated functionality.

For UE side monitoring, the reference signal(s) should be transmitted to the UE. Some reference signals should be measured, and the measured results are used as the input to the AI/ML functionality/model. These reference signals could be the same as the reference signals in Set B.
Some other reference signals should also be measured, and the measured results are used to check the AI/ML functionality/model performance, i.e., the measured results could be compared with the predicted results. These reference signals could be the same as Set A or could be a subset of Set A.
Therefore, how to configure the reference signals for performance monitoring should be further discussed.

Proposal 17:
· Regarding UE-side monitoring (Type-2 performance monitoring) for BM Case-1 with UE side model, RAN1 to further discuss the corresponding reference signal configuration.

For performance monitoring, the following performance metric has been identified during the study item phase.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
· Alt.3: Performance metric based on input/output data distribution of AI/ML
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
Among the four alternatives, Alt 1 and Alt 4 could reflect the prediction accuracy of the AI/ML model. Therefore, Alt 1 and Alt 4 are preferred to be used as performance metric for performance monitoring.

Proposal 18:
· Regarding UE-side monitoring (Type-2 performance monitoring) for BM Case-1 with UE side model, RAN1 to further discuss the performance metric, and the following alternatives are preferred.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP.

Hybrid monitoring (Option 2 of Type-1 performance monitoring)

Regarding hybrid monitoring, the UE should monitor the performance metric and report the performance metric to the gNB side. The gNB could make decision on whether the functionality works well or not and perform corresponding LCM operation. The gNB should inform the UE about the corresponding LCM operation.
Therefore, there is no need to configure the timer/counter/threshold to the UE as the UE side monitoring. Instead, the gNB should configure the reference signals to the UE. The UE could perform measurements and calculate the performance metric.
Regarding the performance metric, Alt 1 and Alt 4 are also preferred since the prediction accuracy of the AI/ML model could be reflected.
Since the UE needs to report the performance metric, the reporting enhancement is necessary for hybrid reporting.
Therefore, we have the following proposals for hybrid monitoring.

Proposal 19:
· Regarding hybrid monitoring (Option 2 of Type-1 performance monitoring) for BM Case-1 with UE side model, RAN1 to further discuss the performance metric, and the following alternatives are preferred.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
Proposal 20:
· Regarding hybrid monitoring (Option 2 of Type-1 performance monitoring) for BM Case-1 with UE side model, RAN1 to further discuss the reference signal configuration and reporting enhancement.

3.2 NW-side model

3.2.1 Inference

Since the inference operation is performed at the NW-side, the UE just needs to report the measurement results for Set B. Therefore, there is no issue regarding the CRI mismatch between Set A and Set B.
Regarding NW-side model, it was agreed that more than 4 beams could be reported for the measurement of Set B. And one FFS point is the report content for beam related information.
In our view, similar reporting content as legacy beam reporting could be applied, i.e., the CRI/SSBRI and corresponding L1-RSRP could be reported. We don’t see the strong need for any further enhancement on the reporting for Set B measurement results with NW-side model.

Proposal 21:
· For BM Case-1 with NW-side model, regarding the reporting content for Set B measurement results, the beam related information could include CRI/SSBRI and corresponding L1-RSRP.

Regarding beam indication, similar as UE side model, we don’t observe strong need for enhancement.

Proposal 22:
· For BM Case-1 with NW-side model, there is no need to discuss the beam indication enhancement.

3.2.2 Performance monitoring

For BM Case-1 with NW-side model, the NW-side monitoring should be applied, i.e., the NW-side monitors the performance metric and the NW-side makes decision on the corresponding LCM operations.
Regarding the performance metric, it could be selected from Alt 1 and Alt 4. With Alt 1, it means that all the Set A reference signals should be transmitted to the UE in order to obtain the ground truth data. Considering the large number of reference signals in Set A, it means a lot of reference signal overhead. Therefore, Alt 4 is preferred as the performance metric for NW-side monitoring.

Proposal 23:
· Regarding NW-side monitoring for BM Case-1 with NW-side model, RAN1 to further discuss the performance metric, and the following alternative is preferred.
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP.

In order to calculate the performance metric, the gNB should configure reference signals to the UE for the monitoring. For example, some reference signals should be measured, and the measured results are used as the input to the AI/ML functionality/model. These reference signals could be the same as the reference signals in Set B.
Some other reference signals should also be measured, and the measured results are used as ground truth data for the gNB to check the AI/ML functionality/model performance, i.e., the measured results could be compared with the predicted results. These reference signals could be the same as Set A or could be a subset of Set A.
However, when reporting the ground truth data, the quantization of L1-RSRP should be further discussed. The existing quantization (2dB step size for differential L1-RSRP) may be too large.

Proposal 24:
· Regarding NW-side monitoring for BM Case-1 with NW-side model, RAN1 to further discuss the reference signal configuration and possible reporting enhancement, e.g., quantization of L1-RSRP.

4. BM Case-2 (temporal beam prediction)

4.1 UE side model

4.1.1 Inference

With BM Case-2 and UE side model, the UE could predict beams in future time instances and report the prediction to the gNB side. For BM Case-2, Set A and Set B should also be configured to the UE for model inference. Similar design as BM Case-1 could be considered, e.g., using legacy CSI framework as starting point.
One aspect for BM Case-2 reference signal configuration is that the measurement window and prediction window should be considered, i.e., the number of measurement instances and the number of prediction instances. In addition, the interval between measurement instance and the interval between prediction instance should also be defined, which may have impact on the model performance.
Considering the UE mobility, the UE speed may have big impact on the model inference performance. For example, in high-speed case, large number of prediction instances is not desirable since the prediction may not be accurate. Therefore, for BM Case-2 with UE side model, it’s better that UE can report the preferred pattern for measurement and prediction, e.g., the number of measurement instances, the number of prediction instances, the measurement interval, and the prediction interval.
Since the UE needs report the prediction results of multiple time instances to the gNB side, it’s better if the UE can deliver the information on the beams of multiple future time instances in one reporting, which is beneficial from overhead reduction perspective. Therefore, the enhancement to beam reporting should be discussed.

Proposal 25:
· For BM Case-2 with UE side model, regarding configuration of Set A and Set B, similar design framework as BM Case-1 with UE side model could be considered.
Proposal 26:
· For BM Case-2 with UE side model, RAN1 to discuss that the UE can report the preferred pattern for measurement and prediction, including the number of measurement instances, the number of prediction instances, the measurement interval, and the prediction interval.
Proposal 27:
· For BM Case-2 with UE side model, RAN1 to discuss beam reporting enhancements considering that the beams for multiple future time instances could be reported.

Regarding beam indication, since the UE already reports the top several beams for future time instances, if legacy beam indication scheme is used, then there could be a lot of DCI signaling to change the beam for future time instances. Therefore, the beam indication enhancement could be discussed for BM Case-2 with UE side model, for example, the TCI states of multiple future time instances could be indicated via one DCI signaling. Figure 4 illustrates an example of the operation.
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[bookmark: _Ref157543648]Figure 4 Beam indication for multiple time instances with one DCI signaling

Proposal 28:
· For BM Case-2 with UE side model, RAN1 to discuss beam indication enhancement, for example, TCI states of multiple time instances could be indicated via one DCI.

4.1.2 Performance monitoring

For BM Case-2 with UE side model, the similar design as BM Case-1 with UE side model could be considered for performance monitoring. For example, either UE side monitoring or the hybrid monitoring could be considered.

Proposal 29:
· Regarding performance monitoring for BM Case-2 with UE side model, RAN1 to consider similar design scheme as BM Case-1 with UE side model.

4.2 NW-side model

4.2.1 Inference

With BM Case-2 and NW-side model, the prediction is performed at the gNB side. The UE needs to report the beam measurement results which are used as the input to the AI/ML functionality. Therefore, only the configuration of Set B reference signals is necessary.
Regarding the reporting contents for Set B measurement results, similar as BM Case-1 with UE side model, the beam related information could include CRI/SSBRI and corresponding L1-RSRP.
Considering the UE mobility, the measurement pattern may need change for different UE speed. For example, in high-speed case, the measurement interval should be shorter than the low-speed case. Therefore, for BM Case-2 with NW-side model, it’s better that UE can report the preferred pattern for measurements.

Proposal 30:
· For BM Case-2 with NW-side model, regarding the reporting content for Set B measurement results, the beam related information could include CRI/SSBRI and corresponding L1-RSRP.
Proposal 31:
· For BM Case-2 with NW-side model, RAN1 to discuss that the UE can report the preferred pattern for measurement including the number of measurement instances and the measurement interval.

Regarding beam indication, we think similar scheme as BM Case-2 with UE side model can be utilized, i.e., TCI states of multiple time instances could be indicated via one DCI.

Proposal 32:
· For BM Case-2 with NW-side model, similar beam indication enhancement as BM Case-2 with UE side model could be considered.

4.2.2 Performance monitoring

For BM Case-2 with NW-side model, the NW-side monitoring should be applied. The NW-side monitors the performance metric, and the NW-side makes decision on the corresponding LCM operations.
Therefore, the similar scheme as BM Case-1 with NW-side model could be utilized, including the performance metric, reference signal configuration and reporting enhancement.

Proposal 33:
· Regarding the performance monitoring for BM Case-2 with NW-side model, similar scheme as BM Case-1 with NW-side model could be considered.

5. Discussion on beam failure recovery

For beam failure recovery operation, one step is to identify the new candidate beam. In legacy spec, the gNB could configure candidate RS list and the UE could select new beam from the candidate RS list if beam failure happens.
The reference signals in the candidate RS list should be periodic so that the UE could keep monitoring on the candidate beams. If the number of the reference signals in the candidate RS list is large, it will lead to a lot of signaling overhead. If the number of the reference signals in the candidate RS list is small, then the performance of beam failure recovery may not be guaranteed since the UE may not be able to identify good candidate beam.
In Rel-19, AI/ML could be used to predict beams in both spatial domain and temporal domain. The AI/ML could predict the quality the beams in a set with big size (Set A) based on the measurement of the beams in a small set (Set B).
Hence, the new candidate beam identification in beam failure recovery operation is also applicable scenario for beam prediction with AI/ML. With AI/ML, more suitable candidate beam could be selected for the beam failure recovery operation.
Therefore, we think the application of AI/ML for new beam identification could be discussed.

Proposal 34:
· Regarding beam failure recovery operation, RAN1 to discuss using AI/ML to identify new candidate beam.

6. Discussion on beam pattern

In the study item phase, RAN1 discussed whether Set A and Set B are different, or Set B is subset of Set A. In our view, if Set B is subset of Set A, then the design could be simpler. If Set A and Set B are different, then the model training and inference would be more complicated. Therefore, the case that Set B is subset of Set A could be prioritized in Rel-19.
However, vendors may have different implementations on the DL Tx beams. And in addition, the AI/ML model may be trained with different pattern for Set A and Set B. In such case, it’s not feasible to force all the player to use the same beam pattern. When multiple beam patterns are used in the system, then how to indicate the beam pattern should be further discussed in RAN1.

Proposal 35:
· The case that Set B is subset of Set A should be prioritized in Rel-19. RAN1 to further discuss whether/how to indicate the beam pattern for Set A and Set B.

7. Discussion on LCM for beam management

In the WID, the general framework for one-sided model included in the objective which will be led by RAN2. The purpose is to have common design on LCM operation for all the use cases, including beam management, positioning enhancement.
Meanwhile, in the beam management part of the objective, there is a bullet indicating “Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any”.
Therefore, whether to have beam management specific LCM operation should be discussed.
In the legacy beam management operation, the CSI-RS resource set could be configured with repetition factor indicating that the CSI-RS resource set is used for beam sweeping purpose (P2/P3 procedure depending on the value setting of the repetition factor).
For beam management with AI/ML operation, since it’s for DL Tx beam prediction, it means the AI/ML operation could replace the legacy P2 procedure to refine the gNB Tx beam.
Hence, we think some legacy scheme could be used. For example, some additional parameters could be configured to the CSI-RS resource set, which can indicate it is for AI/ML based beam management. If the CSI-RS resource set is triggered, then the AI/ML based beam prediction is performed.
In addition, some LCM operation will depend on the performance monitoring such as model selection/switching. However, the performance monitoring should be use case specific. Therefore, the beam management specific LCM operation could be discussed in RAN1.

Proposal 36:
· RAN1 to discuss LCM operation which is specific to beam management use case.

8. Discussion on additional conditions

In RAN1 #114 bis meeting, there was the following agreement regarding the NW-side additional conditions in order to ensure consistency between training and inference for UE-side model.

	Agreement
· For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: it does not deny the possibility that different approaches can achieve the same function.



In order to ensure the performance of the AI/ML operation, the consistency between training phase and inference operation is important. Therefore, how to ensure the consistency should be further discussed in Rel-19.
Regarding the approaches identified in Rel-18 study item phase, model identification and model transfer will be further studied in Rel-19, which may require a lot of further discussion and is not suitable for solution in normative work.
For the indication of NW-side additional conditions, RAN1 had a lot of discussion in study item phase but couldn’t reach consensus.
Hence, among the four approaches agreed in Rel-18 study item phase, consistency assisted by monitoring seems to be the simplest way and is preferred.
In addition, RAN1 should further discuss on the details of additional conditions, e.g., what should be defined as additional conditions.

Proposal 37:
· RAN1 to consider performance monitoring to ensure the consistency between training and inference. RAN1 to further discuss the details on additional conditions.

9. Conclusion

In conclusion, we have the following proposals on specification support on AI/ML for beam management in Rel-19.

Proposal 1:
· Regarding training data collection for both UE side model and NW-side model, L3 signaling is preferred as the reporting container.
Proposal 2:
· For training data collection, at least the following information should be included:
· Reference signal ID
· Beam quality, e.g., L1-RSRP
Proposal 3:
· For training data collection, the model input data and the ground truth data should be included. Whether and how to map/associate the model input data with the ground truth data could be further discussed per sub-use case for beam management.
Proposal 4:
· Regarding training data collection for NW-side model, the UE could report all the L1-RSRP for all the beams in Set A if Set B is subset of Set A. And the UE could report all the L1-RSRP for all the beams in Set B and a subset of Set A if Set B is different from Set A.
Proposal 5:
· For training data collection, RAN1 to further discuss the quantization for the model input data and ground truth data.
Proposal 6:
· For training data collection, the reference signals same as Set B should be configured to obtain the model input data. And the reference signals same as Set A should be configured to obtain the ground truth data.
Proposal 7:
· RAN1 to further discuss whether the same or separate reference signal configuration among training data collection, model inference and performance monitoring could be applied.
Proposal 8:
· Regarding training data collection, RAN1 to further discuss the reference signal configuration for different sub-use cases.
Proposal 9:
· Regarding training data collection, the same UE Rx beam should be applied to the measurements on the reference signals for model input data (Set B) and the measurements on the reference signals for ground truth data (Set A).
Proposal 10:
· Regarding training data collection, repetition of the reference signals could be considered to improve the measurement accuracy and the same UE Rx beam should be maintained during the measurement.
Proposal 11:
· If multiple beam patterns for beam management with AI/ML are considered in Rel-19, then the model input data and the ground truth data should also be associated with beam pattern.
Proposal 12:
· For inference operation of BM Case-1 with UE side model, RAN1 to discuss the reference signal configuration of Set A, association between Set A and Set B, and possible reporting enhancement, taking the legacy CSI framework as starting point. It is slightly preferred to configure Set A and Set B via different CSI-RS resource set or via different CSI-ReportConfig.
Proposal 13:
· For BM Case-1 with UE side model, regarding the reporting contents of the inference results,
· Option 2 is preferred, i.e., Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams.
· The beam information could include CRI/SSBRI and CC ID.
· If Set B is subset of Set A, whether predicted RSRP or measured RSRP should be applied for Set B beams for reporting of the inference results could be subject to AI/ML model performance.
Proposal 14:
· For BM Case-1 with UE side model, the legacy beam indication can work and there is no need to discuss the beam indication enhancement.
Proposal 15:
· Regarding performance monitoring for BM Case-1 with UE side model, either the UE-side monitoring (Type-2 performance monitoring) or the hybrid monitoring (Option 2 of Type-1 performance monitoring) could be considered.
Proposal 16:
· Regarding UE-side monitoring (Type-2 performance monitoring) for BM Case-1 with UE side model, Rel-16 SCell BFR framework could be used as starting point. RAN1 to further discuss:
· the timer/counter/threshold configuration for performance monitoring
· how to report the information that the current functionality doesn’t work well and the newly activated functionality.
Proposal 17:
· Regarding UE-side monitoring (Type-2 performance monitoring) for BM Case-1 with UE side model, RAN1 to further discuss the corresponding reference signal configuration.
Proposal 18:
· Regarding UE-side monitoring (Type-2 performance monitoring) for BM Case-1 with UE side model, RAN1 to further discuss the performance metric, and the following alternatives are preferred.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP.
Proposal 19:
· Regarding hybrid monitoring (Option 2 of Type-1 performance monitoring) for BM Case-1 with UE side model, RAN1 to further discuss the performance metric, and the following alternatives are preferred.
· Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP
Proposal 20:
· Regarding hybrid monitoring (Option 2 of Type-1 performance monitoring) for BM Case-1 with UE side model, RAN1 to further discuss the reference signal configuration and reporting enhancement.
Proposal 21:
· For BM Case-1 with NW-side model, regarding the reporting content for Set B measurement results, the beam related information could include CRI/SSBRI and corresponding L1-RSRP.
Proposal 22:
· For BM Case-1 with NW-side model, there is no need to discuss the beam indication enhancement.
Proposal 23:
· Regarding NW-side monitoring for BM Case-1 with NW-side model, RAN1 to further discuss the performance metric, and the following alternative is preferred.
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP.
Proposal 24:
· Regarding NW-side monitoring for BM Case-1 with NW-side model, RAN1 to further discuss the reference signal configuration and possible reporting enhancement, e.g., quantization of L1-RSRP.
Proposal 25:
· For BM Case-2 with UE side model, regarding configuration of Set A and Set B, similar design framework as BM Case-1 with UE side model could be considered.
Proposal 26:
· For BM Case-2 with UE side model, RAN1 to discuss that the UE can report the preferred pattern for measurement and prediction, including the number of measurement instances, the number of prediction instances, the measurement interval, and the prediction interval.
Proposal 27:
· For BM Case-2 with UE side model, RAN1 to discuss beam reporting enhancements considering that the beams for multiple future time instances could be reported.
Proposal 28:
· For BM Case-2 with UE side model, RAN1 to discuss beam indication enhancement, for example, TCI states of multiple time instances could be indicated via one DCI.
Proposal 29:
· Regarding performance monitoring for BM Case-2 with UE side model, RAN1 to consider similar design scheme as BM Case-1 with UE side model.
Proposal 30:
· For BM Case-2 with NW-side model, regarding the reporting content for Set B measurement results, the beam related information could include CRI/SSBRI and corresponding L1-RSRP.
Proposal 31:
· For BM Case-2 with NW-side model, RAN1 to discuss that the UE can report the preferred pattern for measurement including the number of measurement instances and the measurement interval.
Proposal 32:
· For BM Case-2 with NW-side model, similar beam indication enhancement as BM Case-2 with UE side model could be considered.
Proposal 33:
· Regarding the performance monitoring for BM Case-2 with NW-side model, similar scheme as BM Case-1 with NW-side model could be considered.
Proposal 34:
· Regarding beam failure recovery operation, RAN1 to discuss using AI/ML to identify new candidate beam.
Proposal 35:
· The case that Set B is subset of Set A should be prioritized in Rel-19. RAN1 to further discuss whether/how to indicate the beam pattern for Set A and Set B.
Proposal 36:
· RAN1 to discuss LCM operation which is specific to beam management use case.
Proposal 37:
· RAN1 to consider performance monitoring to ensure the consistency between training and inference. RAN1 to further discuss the details on additional conditions.
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