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1. [bookmark: _Toc158032266]Introduction
The work items pertaining on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface were officially approved during RAN #102[1]. Following multiple rounds of discussion, the specification for these work items have reached a stable state. The following are the agreements reached in the first RAN1 meeting of Rel-19[2]. 
	[bookmark: OLE_LINK54][bookmark: OLE_LINK55]Agreement
[bookmark: _Hlk162860766]For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.



[bookmark: OLE_LINK27][bookmark: OLE_LINK28]Based on the results of Rel-18 AI/ML for air interface and the introduction of new WID, this contribution addresses the following topics:
· Discussion on positioning case with different priorities
· Enhancement on the positioning reference signal for data collection
· [bookmark: _Hlk157959699]Discussion on data collection
· [bookmark: _Hlk157959736]Enhancement to the measurement
· Discussion on sample-based input vs path-based input
2. Discussion on positioning case with different priorities
In Rel-18, the initiative to enhance positioning accuracy through AI/ML has identified five distinct use cases, incorporating a combination of UE/NW-based positioning and models at the UE, LMF, and gNB sides for study and input provision on their benefits and potential specification impacts. With consideration for the workload in the Rel-19 WID, RAN #102 has prioritized Case 1, Case 3a, and Case 3b as the primary focus, while Case 2a and Case 2b have been designated as secondary priorities, albeit without additional compelling rationale provided. 
The RAN plenary only determined the priority but did not provide any guidance on how to handle different priorities. At the onset of Rel-19, it is imperative to delineate the approach for managing different priority levels, specifically understanding the distinctions between Case 1, 3a, and 3b, and Case 2a and 2b when standardizing them in Rel-19. The last RAN1 meeting thoroughly addressed this matter. Nonetheless, consensus was not reached, although the vice chairman provided guidance on the issue:
	[bookmark: _Hlk162859421]The principle is that progress of 1st priority cases is not hindered by 2nd priority cases. RAN1 does not have any artificial blocker to 2nd priority sub-cases.


[bookmark: _Toc163043866]From our standpoint, this principle appears sensible for managing diverse priorities. Furthermore, considering we are at the outset of Rel-19, excessive effort should not be allocated to this foundational, non-technical matter. To prevent impeding progress, we recommend adopting the vice chairman's guidance as the starting point.
[bookmark: _Toc158032379][bookmark: _Toc158127770][bookmark: _Toc158130140][bookmark: _Toc158130267][bookmark: _Toc158130303][bookmark: _Toc158130480][bookmark: _Toc162861135][bookmark: _Toc163043867][bookmark: _Toc163044381]Support vice chairman’s guidance for addressing the five cases with different priorities:
· [bookmark: _Toc162861136][bookmark: _Toc163043868][bookmark: _Toc163044382]The principle is that progress of 1st priority cases is not hindered by 2nd priority cases. RAN1 does not have any artificial blocker to 2nd priority sub-cases.
3. [bookmark: _Toc158032268]Enhancement on the positioning reference signal for data collection
The last meeting agreed that measurements for determining model input are based on current DL PRS and UL SRS (without MIMO SRS). However, the enhancement on current reference signals is still crucial for other data collection, as it facilitates the collection of datasets for model training, inference, and monitoring.
Based on the agreements reached on Rel-18 SI, it is evident that the current reference signals require at least the following modifications to align with the introduction of AI/ML-based positioning:
· RS configuration request from data generation entity
The deployment of the AI/ML model has been approved for the UE side (case 1 and case 2a), gNB side (case 3a), and LMF side (case 2b and case 3b). However, deploying the model on the gNB side may present challenges, particularly regarding initiating data collection, including obtaining the ground truth label of UE location actively, as gNB is not equipped to initiate the positioning service. Consequently, this limitation impedes the gNB's ability to execute model training/retraining/fine-tuning or ground truth-based model monitoring without supported data transfer. Nonetheless, configuring RS (Reference Signals) requests through UE or LMF methods, such as on-demand PRS transmission introduced in Rel-17 positioning, remains feasible. Thus, it is worthwhile to explore gNB-initiated RS configuration requests to enable support for model training/retraining/fine-tuning or ground truth-based model monitoring at the gNB side.
[bookmark: _Toc158032378][bookmark: _Toc158130136][bookmark: _Toc158130263][bookmark: _Toc158130474][bookmark: _Toc162861132][bookmark: _Toc163036860]gNB is not one of the entities to initiate NR positioning requirement.
[bookmark: _Toc158032380][bookmark: _Toc158127771][bookmark: _Toc158130141][bookmark: _Toc158130268][bookmark: _Toc158130304][bookmark: _Toc158130481][bookmark: _Toc162861137][bookmark: _Toc163043869][bookmark: _Toc163044383]Specific the gNB-initiate RS configuration request to facilitate model training/retraining/fine-tuning or ground truth based model monitoring at gNB side in Rel-19, at least for the case where data transfer is not supported.
· RS configuration change to adapt the difference LCM stage
Different RS configuration may be required for different stage of the LCM. For instance, considering solely the time domain of the RS in the stage of model training, model inference, and model monitoring,
· During the phase of model training, dense reference signal resource should be configured to collect more training data.
· During the phase of model inference, normal reference signal resource will be configured depending on requirements from UE, gNB or LMF.
· During the phase of model monitoring, a fewer reference signal resources should be configured to further reduce reference signal overhead while updating the AI model simultaneously.
[image: ]
Figure 1 Different RS period for model training/updating, model inference, and model monitoring.
However, the current configuration may not adequately address the varying requirement for different stage of LCM, considering differences in data size and data reliability, particularly concerning RS period and/or RS bandwidth. Therefore, it is significant to specific the distinct RS configuration patterns for the different stage of the LCM.
[bookmark: _Toc158032381][bookmark: _Toc158127772][bookmark: _Toc158130142][bookmark: _Toc158130269][bookmark: _Toc158130305][bookmark: _Toc158130482][bookmark: _Toc162861138][bookmark: _Toc163043870][bookmark: _Toc163044384]Specific distinct RS configuration patterns for the different stage of the LCM, e.g., employing different time domain period for data collection between model training and model monitoring.
4. [bookmark: _Toc158032269]Discussion on data collection
Data collection is a critical step to in harnessing the benefits of AI/ML. Specifically, a well-curated dataset comprising reliable ground truth label is essential for training a high-accuracy model capable of inferring UE location accurately. In the context of Rel-18 AI/ML-based positioning discussions, it has been agreed upon that the following entities can be assigned to generate the ground truth label:
	•	UE with estimated/known location generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods
· at least for UE-based positioning with UE-side model (Case 1) and UE-assisted positioning with UE-side model (Case 2a)
· Network entity generates ground truth label and corresponding label quality indicator
· based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods 
· at least for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), NG-RAN node assisted positioning with gNB-side model (Case 3a) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
While a dataset from a single deployed scenario containing reliable ground truth (generated from UE or NW) is crucial for training the model, the model's accuracy can also be influenced by its generalization ability. Evaluations from Rel-18 have indicated that utilizing a mixed dataset comprising different drop/clutter parameters, network synchronization errors, and scenarios for training the model can enhance positioning accuracy. Additionally, this mixed dataset can be leveraged for retraining/fine-tuning to mitigate any degradation in positioning performance. Specifically, fine-tuning the AI/ML model with a limited amount of field data can approximate ideal positioning performance across various drops. Although the positioning accuracy of the AI/ML model tends to improve with an increasing number of field data used for fine-tuning, the effects may not always be readily apparent.
[bookmark: _Toc158032382][bookmark: _Toc158127773][bookmark: _Toc158130143][bookmark: _Toc158130270][bookmark: _Toc158130306][bookmark: _Toc158130483][bookmark: _Toc162861139][bookmark: _Toc163043871][bookmark: _Toc163044385]Endorse the integration of mixed datasets from diverse drop/clutter parameters, network synchronization errors, and scenarios to train a model with robust generalization capabilities, or for fine-tuning the model to achieve higher accuracy in the target scenario in Rel-19.
Providing a label quality indicator is a crucial aspect of training a model with high-accuracy. For example, if the ground truths are not accurately labeled:
· The AI/ML model trained based on that dataset may produce the results, but their reliability is questionable. Implementing a quality indicator can assist in evaluating the quality of training data, empowering model developers to select data that meets specific requirements for training the target AI/ML model.
· Monitoring the AI/ML model based on the dataset becomes uncertain. Utilizing a quality indicator can accurately monitor and flag the model's performance. If necessary, this information can be relayed to the LCM management entity. With this insight, the LCM management entity can make more informed decisions regarding monitoring strategies..
Ground truth label containing errors can compromise the positioning accuracy of AI/ML model. To improve the quality of ground truth labels, it is essential to require UE or other data-generating entity to report label quality indicators. Optionally, specifying criteria for label filtering to discard the training samples with low-confidence labels can be advantageous. Thus, supporting the mechanism of configuring, reporting, and determining the quality indicator of label can be supported in Rel-19.
[bookmark: _Toc158032383][bookmark: _Toc158127774][bookmark: _Toc158130144][bookmark: _Toc158130271][bookmark: _Toc158130307][bookmark: _Toc158130484][bookmark: _Toc162861140][bookmark: _Toc163043872][bookmark: _Toc163044386]Support the mechanism to configuring, reporting, and determining the quality indicator of ground truth label in Rel-19.
According to our elaborations above, quality indicator of ground truth label is a promising way to address the issues of uncertain confidence levels of different labels derived from various data generation entities. However, during Rel-18 study item, companies seem to be open on the target (either measurement for model input or ground truth label) for which we should define a quality indicator as reflected in following working assumption.
	Working Assumption
Regarding data collection at least for model training for AI/ML based positioning, at least the following information of data with potential specification impact are identified.
· Ground truth label
· At least for model training
· Report from the label data generation entity
· Measurement (corresponding to model input)
· At least for model training
· Report from the measurement data generation entity
· Quality indicator
· For and/or associated with ground truth label and/or measurement at least for model training
· Report from the label and/or the measurement data generation entity and/or as request from a different (e.g., data collection, etc.) entity
· RS configuration(s)
· At least for deriving measurement
· Request from data generation entity (UE/PRU/TRP) to LMF and/or as LMF assistance signaling to UE/PRU/TRP
· Note1: there may not be any enhancements on top of existing RS configuration(s) or any new RS configuration(s) for positioning measurement
· Time stamp
· At least for and/or associated with training data for model training
· Separate time stamp for measurement and ground truth label, when measurement and ground truth label are generated by different entities
· Report from data generation entity together with training data and/or as LMF assistance signaling
· Note2: there may not be any enhancements on top of time stamp in existing positioning measurement report or any new time stamp report for positioning measurement
· FFS other necessary information (e.g., scenario identifier. LOS/NLOS condition, timing error, etc.) for data collection
· Note3: whether the above information can be applied to other aspects of AI/ML LCM (e.g., updating, monitoring, etc.) can also be discussed
· Note4: transfer of data from the entity generating data to a different entity is not precluded from RAN1 perspective



To our understanding, the typical objective in data collection for model training and monitoring should be data sample which comprises both measurement for model input and corresponding ground truth label. However, some proponents hold the views that a data comprising measurement without label is also feasible during performance monitoring (e.g., input based monitoring). Moreover, some companies want to define quality indicator for measurement (as shown in the WA above). From our perspective, we now may have two directions to forward regarding the quality indicator definition:
· Quality indicator is defined for measurement (at least for model training)
· Quality indicator is defined for ground truth label
We think we should consider how to define quality indicator in a data sample level additionally. As a consequence, we don’t need to worry about the possible debates on whether the quality indicator is defined for measurement or label or both of them. Anyway, we will have a quality indicator defined for a data sample.
[bookmark: _Toc158130145][bookmark: _Toc158130272][bookmark: _Toc158130308][bookmark: _Toc158130485][bookmark: _Toc162861141][bookmark: _Toc163043873][bookmark: _Toc163044387]A quality indicator should be defined for a data, and it’s determined based on the quality indicator(s), if available, of associated measurement and ground truth label.
A further issue raised by the quality indicator is whether the data generation entity should report data which only satisfying a requested/configured quality indicator threshold or the data generation entity can report the data regardless of the quality indicator threshold. 
In our view, either way has pros and cons, e.g., the former one has benefit in signaling overhead while may face the problems of lacking data above the quality indicator threshold (note that the evaluation shows that noisy label can also provide model performance improvement). 
On the other hand, the later one may have the issues of unnecessary signaling overheads. From our point of view, we may have a compromise way like that the data generation entity firstly reports the data fulfilling the quality indicator threshold and then reports supplemental data in case that the higher quality data number is not adequate.
[bookmark: _Toc158111137][bookmark: _Toc158130146][bookmark: _Toc158130273][bookmark: _Toc158130309][bookmark: _Toc158130486][bookmark: _Toc162861142][bookmark: _Toc163043874][bookmark: _Toc163044388]Data generation entity can initially report the data fulfilling the quality indicator threshold and then reports supplemental data in case that previously reported quality data is not adequate.
As we know, the huge data samples size is a major concern in data collection procedure among different entities especially in aspect of UE/PRU coordination collection (ground truth label). E.g., the ground truth of UE coordination contains relative lager size of overhead in terms of global longitude and latitude information. However, we believe the global longitude and latitude information among UEs/PRUs nearby (within one country, state or even TRP cell) should have a number of redundant information. Therefore, we proposal to collect UE coordination information in a zone-based format where the zone size is predefined.
[bookmark: _Toc158111138][bookmark: _Toc158130147][bookmark: _Toc158130274][bookmark: _Toc158130310][bookmark: _Toc158130487][bookmark: _Toc162861143][bookmark: _Toc163043875][bookmark: _Toc163044389]Support to collect UE coordination information in a zone-based format where the zone size is predefined.
5. [bookmark: _Toc158032270][bookmark: _Hlk162621354]Discussion on measurement for model input
According to TR38.843, the following entities can be designated to generate the measurement corresponding to model input:
· For UE-based with UE-side model (Case 1) and UE-assisted positioning with UE-side (Case 2a) or LMF-side model (Case 2b)
· PRU 
· UE
· For NG-RAN node assisted positioning with Network-side model (Case 3a and Case 3b)
· TRP
Besides, the type of measurement corresponding to model input for direct AI/ML positioning identify as:
· Potential new measurement: CIR/PDP
· Existing measurement: e.g., RSRP/RSRPP/RSTD
According to the agreement of last meeting, the measurement for model input can be obtained based on DL PRS and UL SRS defined in TS38.211. Considering the significant size of a single instance of measurement for mode input, particularly in evaluations of AI/ML based positioning, if CIR or PDP is used as model input in the evaluation, the input dimension of the CIR/PDP determined by  * * , where  is the number of TRPs,  is the number of transmit/receive antenna port pairs,  is the number of time domain samples. As a result, a single instance of measurement for mode input may be sourced from multiple RS, inevitably leading to the overhead of RS transmission.
[bookmark: _Toc158130137][bookmark: _Toc158130264][bookmark: _Toc158130475][bookmark: _Toc162861133][bookmark: _Toc163036861]The significant overhead of positioning related RS transmission for generating measurement corresponding to model input may be unavoidable, given the input dimension of the CIR/PDP in Rel-18 evaluation.
Reducing the overhead of measurement for model input and associated RS transmission is crucial for the effective application of AI/ML for positioning. In Rel-18, methods were discussed to address the overhead of CIR/PDP, such as reducing the number of TRP and/or samples, or compressing the measurement or corresponding model input. Furthermore, for an AI/ML model deployed at UE/gNB/LMF side, an instance of measurement corresponding to the model input may remain valid for a period of time during model inference. In other words, if the AI/ML model is trained to predict past or delayed information relative to the timestamp of current input, a single measurement corresponding to model input can be reused multiple times, with the model output corresponding to different timestamps. Therefore, investigating the period of validity of measurement corresponding to the model input is another approach to mitigating the overhead of measurement.
[bookmark: _Toc163043877][bookmark: _Toc163044390]Support to setting the validity period of measurements to correspond with an instance of model input to overcome the measurement overhead of in Rel-19.
6. [bookmark: _Toc158032271]Discussion on sample-based input vs path-based input
Regarding the determination of measurement as model input, two alternatives were discussed at the last meeting, i.e., sample-based input and path-based input. Companies provided their viewpoint on this issue but no consensus was reached regarding which type of data to endorse as model input.
From our perspective, if down-selection is necessary, sample-based measurement should be support as it demonstrated advantages compared with the path-based measurement: 
· The evaluation in Rel-18 SI has demonstrated the benefit of using sample-based data. However, there is currently a lack of evaluation of path-based measurement.
· Sample-based measurement contains more information than path-based measurement, as the latter is a reprocessing based on the former.
[bookmark: _Toc163043878][bookmark: _Toc163044391]Prioritized sample-based measurements over path-based measurement for model input, if down-selection between sample-based input and path-based input is needed.
Another issue arises regarding whether the same alternative(s) applies to all cases or not. At least at the current stage, where there is insufficient evaluation, it remains unclear that neither benefit show if different alternatives are applied for different cases, nor if adopting path-based measurement as model input for any case yields benefits. Hence, we lean towards applying the same alternative for all the cases.
[bookmark: _Toc163043879][bookmark: _Toc163044392]Support applying the same alternative, i.e., sample-based measurement, for all the cases, unless new evaluation demonstrates additional benefits from applying the different alternatives for each cases.

7. Conclusion
In this contribution, we discussed the issues of AI/ML for positioning accuracy enhancement. Observations and proposals are summarized as following:
Observation 1:	gNB is not one of the entities to initiate NR positioning requirement.
Observation 2:	The significant overhead of positioning related RS transmission for generating measurement corresponding to model input may be unavoidable, given the input dimension of the CIR/PDP in Rel-18 evaluation.
Proposal 1:	Support vice chairman’s guidance for addressing the five cases with different priorities:
•		The principle is that progress of 1st priority cases is not hindered by 2nd priority cases. RAN1 does not have any artificial blocker to 2nd priority sub-cases.
Proposal 2:	Specific the gNB-initiate RS configuration request to facilitate model training/retraining/fine-tuning or ground truth based model monitoring at gNB side in Rel-19, at least for the case where data transfer is not supported.
Proposal 3:	Specific distinct RS configuration patterns for the different stage of the LCM, e.g., employing different time domain period for data collection between model training and model monitoring.
Proposal 4:	Endorse the integration of mixed datasets from diverse drop/clutter parameters, network synchronization errors, and scenarios to train a model with robust generalization capabilities, or for fine-tuning the model to achieve higher accuracy in the target scenario in Rel-19.
Proposal 5:	Support the mechanism to configuring, reporting, and determining the quality indicator of ground truth label in Rel-19.
Proposal 6:	A quality indicator should be defined for a data, and it’s determined based on the quality indicator(s), if available, of associated measurement and ground truth label.
Proposal 7:	Data generation entity can initially report the data fulfilling the quality indicator threshold and then reports supplemental data in case that previously reported quality data is not adequate.
Proposal 8:	Support to collect UE coordination information in a zone-based format where the zone size is predefined.
Proposal 9:	Support to setting the validity period of measurements to correspond with an instance of model input to overcome the measurement overhead of in Rel-19.
Proposal 10:	Prioritized sample-based measurements over path-based measurement for model input, if down-selection between sample-based input and path-based input is needed.
Proposal 11:	Support applying the same alternative, i.e., sample-based measurement, for all the cases, unless new evaluation demonstrates additional benefits from applying the different alternatives for each cases.

[bookmark: _Toc158130138][bookmark: _Toc158130265][bookmark: _Toc158032272]References
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