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Introduction
In RAN#102, the following was made to extend study from RAN1 perspective on AI/ML CSI feedback enhancement for NR air-interface in 2024:
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
· CSI feedback enhancement [RAN1]: 
· For CSI compression (two-sided model), further study ways to:
· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 
· [bookmark: _Hlk152950038]For CSI prediction (one-sided model), further study performance gain over Rel-18 non-AI/ML based approach and associated complexity, while addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843 (e.g., cell/site specific model could be considered to improve performance gain). 



This contribution discusses on CSI compression especially for further improving trade-off between performance and complexity/overhead based on Rel-18 study on AI/ML CSI compression. 
Discussion
Aspects on improving the performance for AI/ML CSI compression
In RAN1#116 meeting, the following agreements were made on temporal/spatial/frequency (TSF)-domain CSI compression to evaluate the performance and study the potential specification impacts.
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI  slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 



Regarding TSF-domain CSI compression, AI/ML CSI model considered the design on CSI generation/reconstruction part by taking into account channel information in spatial/frequency domain which is similar to eType-II CSI codebook.
[image: ]
Figure 1. An example of AI/ML based TSF-domain CSI compression procedure

To improve the CSI compression efficiency further, as depicted in the above Figure 1, including CSI in temporal domain, e.g., accumulated past CSI, in addition to spatial/frequency domain can be considered in Rel-19 AI/ML CSI compression since this kind of past channel information is also correlated with current spatial/frequency domain channel. It means that the channel characteristics can be better reflected by utilizing the past channel information as an input to the AI/ML encoder/decoder. Also, this approach can reduce the feedback payload compared to spatial/frequency domain CSI compression when the target channel information is expressed by the differential of accumulated past channel information. 
[bookmark: _GoBack]Based on the above, it is noted that the performance of TSF-domain CSI compression is improved when the amount of similarity/synchronization of accumulated past CSI at UE-side and/or NW-side becomes high, especially for Case 2 and Case 4 in the above agreement. Therefore, it is necessary to manage the accumulated CSI at UE-side and NW-side with the high similarity/synchronization from a perspective of past channel information itself and/or past channel characteristics derived from the past CSIs. As a potential approach, it is possible to compose CSI feedback not only for the CSI of present slot but also for the CSI(s) on past instance(s) to check the similarity between NW-side decoded past CSI(s) and UE-side reported past CSI(s) in this method. In this case, to reduce the signaling overhead with including past CSI(s), the reporting granularity of past CSI(s) is relatively small compared to that of CSI for present slot and/or this kind of reporting can be operated with relatively larger periodicity. Alternatively, it is also possible to deliver the derived past channel characteristics from UE-side to NW-side, or vice-versa to compare the past channel characteristics for each side. By considering the difference, UE-side and/or NW-side can compensate the past channel characteristics and utilize it for CSI encoding/decoding in an efficient manner.

Proposal #1: Regarding temporal/spatial/frequency (TSF)-domain CSI compression, study methods/mechanisms to manage the similarity/synchronization of accumulated past CSI at UE-side and/or NW-side.

In addition, in RAN1#116, the impact on non-ideal UCI feedback for TSF-domain CSI compression was agreed to study as follows.
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.



In case at least of UCI missing and UCI dropping with two-part UCI encoding, utilizing the temporal domain may cause the performance degradation since there can be asymmetry between accumulated past CSI at UE side and NW side. Also, error propagation from the poor past CSI caused by some poor channel environment, e.g. some deep fading or sudden blockage, can consecutively degrade CSI compression performance on the AI/ML model. 
Based on the above, to exploit the benefit of the TSF-domain CSI compression, it needs to check that the past CSI and/or its channel property are still useful to compress the target/current CSI. In this sense, the related performance monitoring in order for life-cycle management (LCM) can be necessary to design by considering TSF-domain CSI compression, if specified. For example, when performance monitoring of two-sided model, there can be an ambiguity that the output performance is degraded whether the AI/ML model is not suitable for deployed environment or the quality of accumulated past CSI is bad while the model is suitable for the environment. To handle the issue, one potential solution can be two-step performance monitoring for the TSF-domain CSI compression where it is to firstly check the quality of accumulated past CSI if the monitoring metric value is degraded by NW signaling to UE. Based on the signaling, for example, UE can flush-out some accumulated past channel information (e.g. the oldest CSI, erroneous CSI compared to other accumulated past CSI, etc.) to address the issue on the accumulated past CSI. After that, if the monitoring performance is still in low, the AI/ML model can follow LCM procedure such as model fine-tuning/update/switching. As another approach, it is possible to utilize the management on accumulated past CSI as described above that UE can include not only the present CSI but also a certain past CSI(s) which is based on NW-triggered indication with a certain CSI instances as the CSI feedback where UCI is missed. In case of UCI dropping, it means that some CSI information with low priority is dropped due to the limited size of UCI container while the corresponding UCI is successfully received by NW-side. It also leads the mismatch on past CSI between UE-side and NW-side. Hence, it may be necessary to deliver the dropped CSI information to NW-side, e.g., by defining report mode for dropped CSI(s) at a certain past instance(s).

Proposal #2: Regarding non-ideal UCI feedback on TSF-domain CSI compression, 
· Consider two-step performance monitoring to check that the performance degradation of the AI/ML model is originated from whether the accumulated past CSI has a problem or the AI/ML model is not suitable for the deployed environment
· Also consider to report past CSI information via NW-triggered signaling when UCI missing or UCI dropping.

Also, it needs to discuss what kind of information to represent past channel information. For example, accumulated past channel information and/or multiple past CSI and/or channel coherence time, etc., can be used to represent past channel information. For the purpose of performance monitoring, what kind of type of past CSI including CSI granularity (e.g., WB CSI or SB CSI) and CSI type (e.g., raw channel or precoder type) can be used also can be discussed. 

Proposal #3: Regarding TSF-domain CSI compression, discuss the format of past CSI information and how to report it at least for performance monitoring perspective. 

Inver-vendor training collaboration 
Based on Rel-18 AI/ML study in TR38.843 [1], AI/ML model training considering two-sided model for CSI compression is categorized by three types as follows.
· Type 1: Joint training of the two-sided model at a single side/entity, e.g. UE-side or NW-side
· Type 2: Joint training of the two-sided model at UE-side and UE-side, respectively
· Type 3: Separate training at UE-side and NW-side, where the UE-side CSI generation part and the NW-side CSI construction part are trained by UE-side and NW-side, respectively
In addition, regarding these types, there are extensive pros and cons analysis especially for UE proprietary issue, model flexibility/extendibility, and performance.
On Rel-19 study for CSI compression, as WID described in section 1, the methods to alleviate/address the training collaboration of two-sided CSI compression model by considering inter-vendor issue will be studied, and corresponding agreements were made in RAN1#116 as follows.
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.



Option 1 is to handle the inter-vendor issue by standardized reference model structure and parameter to have a fixed encoder/decoder. However, it may limit the inter-operability in a scalable way, i.e., the model flexibility and extendibility are limited. For Option 2, dataset can be specified in somewhere in the specification or in the server. However, the dataset can be varied according to the channel environment, and UE and gNB Tx and Rx assumptions, thus the required dataset type and size can be huge. Option 3 is to transfer the parameters between NW-side and UE-side using over-the-air signaling based on standardized reference model structure. While the model structure is standardized, it still needs to train their model for different UE and NW vendors, which may lead to different parameters to compose the model and hence, inter-vendor issue still exists. According to the pros and cons analysis in Rel-18 study, Type 3 training collaboration can provide a benefit compared to other types of training collaborations from a perspective of proprietary, model flexibility/extendibility considering inter-vendor scenario. Hence, Option 4 seems promising approach that the option standardizes data/dataset format (which is relatively flexible compared to Option 2) and designs AI/ML based CSI compression model which is flexible to inter-vendors. Meanwhile, this kind of separate training by exchanging data/dataset shows some performance loss on CSI accuracy than that of joint 1-on-1 training method for a given computational/signaling complexity. To further reduce the complexity, it may be beneficial to consider model complexity reduction method, e.g., knowledge distillation, pruning, etc. In case that the knowledge distillation from NW-side CSI generation part is employed, UE-side CSI generation part can be trained based on the knowledge with/without output dataset. 

Proposal #4: Prioritize Option 4 for addressing inter-vendor training collaboration.
Proposal #5. Study on model complexity method, e.g., knowledge distillation, to further reduce the CSI training/signaling complexity for Type 3 training collaboration.

Conclusion
In this contribution, we discussed further potential aspects on improving CSI compression/feedback performance and training collaboration with two-sided AI/ML model for CSI compression. The following proposals are provided.
Proposal #1: Regarding temporal/spatial/frequency (TSF)-domain CSI compression, study methods/mechanisms to manage the similarity/synchronization of accumulated past CSI at UE-side and/or NW-side.
Proposal #2: Regarding non-ideal UCI feedback on TSF-domain CSI compression, 
· Consider two-step performance monitoring to check that the performance degradation of the AI/ML model is originated from whether the historical CSI has a problem or the AI/ML model is not suitable for the deployed environment
· Also consider to report past CSI information via NW-triggered signaling when UCI missing or UCI dropping.
Proposal #3: Regarding TSF-domain CSI compression, discuss the format of historical CSI information and how to report it at least for performance monitoring perspective. 
Proposal #4: Prioritize Option 4 for addressing inter-vendor training collaboration.
Proposal #5: Study on model complexity method, e.g., knowledge distillation, to further reduce the CSI training/signaling complexity for Type 3 training collaboration.
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