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1. Background
During RAN#102 meeting, a new study item on Ambient IoT (Internet of Things) in NR was approved for Rel-19 [1], which shall provide new IoT technology relying on ultra-low complexity devices with ultra-low power consumption for the very-low end IoT applications. 
One of the objectives that the study item focuses on is the evaluation assumptions for Ambient IoT, which is shown as follows,
	The following objectives are set, within the General Scope:
1. Evaluation assumptions
a) Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices
b) Define necessary further evaluation assumptions of deployment scenarios for coverage and coexistence evaluations [RAN1, RAN4]
c) Identify basic blocks/components of possible Ambient IoT device architectures, taking into account state of the art implementations of low-power low-complexity devices which meet the RAN design target for power consumption and complexity. [RAN1]
d) Define link budget calculation for coverage, including whether/how to model carrier wave from node(s) inside or outside the connectivity topology.
NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.
NOTE: strive to minimize evaluation cases in RAN1.


The general evaluation methodology and deployment scenarios for evaluation have been discussed in the last RAN1 meeting[2], this contribution further addresses the evaluation assumptions of the Ambient IoT, including the followings
· Simulation assumptions, including 
· General assumptions, including deployment scenarios, topology and distributions
· Link level assumptions
· Link budget calculation assumptions
· Remaining design targets of TR 38.848 
· Initial evaluation result

2. Discussion
2.1. Assumptions for deployment scenarios consideration
The deployment scenarios for coverage and coexistence evaluation have been discussed in RAN1#116 meeting, based on the progress in the meeting, we think for Deployment scenario 1 with Topology 1 and Deployment scenario 2 with Topology 2, several potential scenarios listed in the Table 2.1-1 respectively can be considered for evaluation.
Table 2.1-1: Assumptions for deployment scenarios
	
	Device 1/2a
	Device 2b

	
	CW inside topology
	CW outside topology
	

	D1T1
	D1T1-A1
different node for CW2D/R2D a nd D2R
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	D1T1-A2
Same ‘CW’ and ‘R’ node for CW2D, D2R and R2D
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	D1T1-B
‘CW’ in CW2D and ‘R’ in D2R are different
‘CW’ in CW2D and ‘R’ in R2D are different
‘R’ in R2D and ‘R’ in D2R are same
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	D1T1-C
R2D in DL spectrum
D2R in UL spectrum
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	D2T2
	D2T2-A2
different node for CW2D/R2D and D2R
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	D2T2-A2
same ‘CW’ and ‘R’ node for CW2D, D2R and R2D 
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	D2T2-B
‘CW’ in CW2D and ‘R’ in D2R are different
‘CW’ in CW2D and ‘R’ in R2D are different
‘R’ in R2D and ‘R’ in D2R are same

[image: upload_post_object_v2_768170617]
	D2T2-C
R2D in UL spectrum
D2R in UL spectrum
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· Note 1: The definition of Deployment scenario1 and Deployment scenario 2 is in TR38.848 section 4.2.2.1
· Note 2: For D2T2-B, alternatively, CW outside topology by another intermediate node (e.g., UE or base station) can be used for AIoT devices, which requires the gNB to control both the outside CW node (e.g., UE) and another UE for receiving backscattered signals.
Proposal 1: Study and evaluate the cases D1T1-A1/A2/B/C, D2T2-A1/A2/B/C in Table 2.1-1 in R1-2402565 for the coverage/link budget study. 
Proposal 2: Further discuss and prioritize cases in Table 2.1-1 in R1-2402565. Propose D1T1-A1/A2/B and D2T2-B as the most interested cases for further coverage evaluation.

2.2. Assumptions for topology and distribution
For Topology 1 indoor deployment, the Indoor factory in TR 38.901 (e.g., InF-SH, InF-DH) can be studied as a starting point. And for Topology 2, the Indoor factory or Indoor open office can be assumed for evaluation. The details including device distributions are shown in the following Table 2.2-1.
Table 2.2-1: Assumptions for the distribution
	Parameter
	Values for DIT1
	Values for D2T2

	Scenario
	InF-SH, InF-DH
	· Alt 1: InF-DL 
· Alt 2: Indoor-open office

	Hall size
	InF-SH: 300x150 m
InF-DH: 120x60 m
	InF-DL:300x150 m
IOO: 120x50 m

	Room height
	10 m
	10m
3m(IOO ceiling height) 

	Sectorization
	None
	None

	BS antenna configurations
	1 element (vertically polarized), Isotropic antenna gain pattern
	1 element (vertically polarized), Isotropic antenna gain pattern 

	UT antenna configurations
	1 element (vertically polarized), Isotropic antenna gain pattern
	1 element (vertically polarized), Isotropic antenna gain pattern 

	BS deployment
	18 BSs on a square lattice with spacing D, located D/2 from the walls.
-	for the small hall (L=120m x W=60m): D=20m
-	for the big hall (L=300m x W=150m): D=50m
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BS-height = 8 m for for InF-SH and InF-DH
	· UE height = 1.5 m
· FFS intermediate UE dropping

	device distribution 
	AIoT devices drop
· Device Height= 1.5 m
· Alt 1 (baseline): Uniformly distribution
· Alt 2 (optional): Cluster-based distribution
	· Alt 1 (baseline): Uniformly distribution
· Alt 2 (optional): Cluster-based distribution

	Carrier frequency
	900MHz
	900MHz


Proposal 3: Adopt the topology and AIoT device distributions in Table 2.2-1 of R1-2402565 for coverage studies.
2.3. Remaining design targets
The following is tasked to RAN1 according to the objectives,
	· Conclude at least the following aspects of design targets left to WGs in Clause 5 (RAN design targets) of TR 38.848 [RAN1].
· Clause 5.3: Applicable maximum distance target values(s)
· Clause 5.6: Refine the definition of latency suitable for use in RAN WGs
· Clause 5.8: 2D distribution of devices


And the RAN design targets of user experienced data rate, maximum message size, moving speed of device, latency, connection/device density were also discussed in the RAN#103 meeting with the following proposal being endorsed.
	Proposal 5v2
· RAN design targets for user experienced data rate, maximum message size, and moving speed of device: those can be used as assumptions in coverage evaluations, i.e. the coverage evaluations are done under the conditions that meet those targets.
· Evaluations of RAN design targets for latency and connection/device density are allowed by the Rel-19 SID and observations on those evaluations can be captured in the TR38.769
· Note: this is as per the SID: “NOTE: Assessment performance of the design targets is within the study of feasibility and necessity of proposals in the following objectives, e.g. by inspection of reference implementations in the field, simulations, analytically.”


Applicable maximum distance target values(s)
The applicable maximum distance target values can be decided depending on the evaluation results of the link budget.
Refine the definition of latency suitable for use in RAN WGs
Definition of the latency is refined as follows,
Latency
· For inventory use case: 
· The time interval between the time that the inventory request is sent from BS/intermediate UE and the time that the inventory report is successfully received at BS/intermediate UE.
· For command use case: 
· The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the commands successfully received at A-IoT device.
· FFS the components (e.g., processing time at BS and/or A-IoT device) to be included in the calculation of latency.
· Note: the latency definition is for a A-IoT device.

Furthermore, for evaluating multiple-devices scenario and its inventory latency, the following is proposed,
Inventory completion time
· The following performance metric is considered for evaluation purpose only,
· Inventory completion time for multiple devices [s]
· For inventory use case, the ‘Inventory completion time for multiple devices’ is defined as the time a reader successfully read [Z]% of A-IoT devices for a given number of reachable A-IoT devices by the reader
-  FFS: Z
· Note: evaluations are expected to be provided by numeric analysis rather than by system-level simulations.
· Company to report
· R2D and D2R data rate
· random access schemes
· message size and etc.
2D distribution of devices
· The devices are uniformly distributed in the system as starting.
· For simplicity, system level simulation is not required. 
Proposal 4: For the remaining design targets, the followings are considered,
Applicable maximum distance target values(s)
The applicable maximum distance target values can be decided depending on the evaluation results of the link budget.
Refine the definition of latency suitable for use in RAN WGs
· For inventory use case: 
· The time interval between the time that the inventory request is sent from BS/intermediate UE and the time that the inventory report is successfully received at BS/intermediate UE.
· For command use case: 
· The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the commands successfully received at A-IoT device.
· FFS the components (e.g., processing time at BS and/or A-IoT device) to be included in the calculation of latency.
· Note: the latency definition is for a A-IoT device.
2D distribution of devices
· The devices are uniformly distributed in the system as starting.
· For simplicity, system level simulation is not required. 
And the following performance metrics and evaluations are proposed,
Inventory completion time
· The following performance metric is considered for evaluation purpose only,
· Inventory completion time for multiple devices [s]
· For inventory use case, the ‘Inventory completion time for multiple devices’ is defined as the time a reader successfully read [Z]% of A-IoT devices for a given number of reachable A-IoT devices by the reader
-  FFS: Z
· Note: evaluations are expected to be provided by numeric analysis rather than by system-level simulations.
· Company to report
· R2D and D2R data rate
· random access schemes
· message size and etc.
2.4. Evaluation assumptions
2.4.1. Link budget calculation
To evaluate the coverage performance of Ambient IoT, the link budget calculation can be performed, and it is supported that MPL and distance is used as performance evaluation metric. Besides, based on the discussions of evaluation methodology in the last meeting, three steps for coverage evaluation and alternatives of obtaining receiver sensitivity are achieved, the agreements are listed as below.
	Agreement
For this study item, the coverage evaluation methodology is based on the following steps. 
For an evaluation scenario
· For each of the link i, 
· Step 1: Obtain the required SINR for the physical channels under target scenarios and service/reliability requirements if Budget-Alt2 is used for this link i.
· Step 2: Obtain the receiver sensitivity using the method Budget-Alt1 (if a predefined threshold is assumed to derive the receiver sensitivity) or Budget-Alt2 (if no predefined threshold is assumed to derive the receiver sensitivity).
· Step 3: Obtain the coverage performance for link i based on the receiver sensitivity from step 2 and link budget template.
· The coverage results for each link are provided.
· FFS: what links are evaluated besides R2D and D2R (e.g., RF-EH)
· FFS whether/how to model the interference
· FFS: for which device(s) a predefined threshold is assumed
Note the following alternatives for obtaining receiver sensitivity are defined, 
· Budget-Alt1: receiver sensitivity is derived by a predefined threshold and no LLS is needed for link budget calculation
· The results rely on the received sensitivity and maximum transmit power, and directly calculate the maximum distance / pathloss based on these values and other related parameters. The link-level simulation (LLS) performances, such as required SINR can be satisfied for such case and no LLS is needed for link budget calculation.
· Budget-Alt2: receiver sensitivity is derived by required SINR which is given by LLS results 
· The results rely on link-level simulation results, e.g., required SINR which corresponds to detail LLS assumptions (e.g., BW, coding, data rate). And based on the required SINR, the received sensitivity can be calculated and then the maximum distance / pathloss can be derived.
· Note: For noise power, a noise figure value needs to be provided.
Agreement
MPL and distance is used as performance evaluation metric for link budget calculation.
· Note: the distance is derived from MPL and corresponding pathloss model.
· FFS: Pathloss model


Considering the Ambient IoT device characteristics defined in the SID, with very low power consumption and limited energy storage, the uplink transmissions from Ambient IoT devices are mainly backscattered on a carrier wave provided externally, and energy for Ambient IoT devices transmission will be harvested through various power sources provided by external environment.
For device type 1 with ~1 µW peak power consumption, the energy may be provided by RF energy harvesting. While due to the limited device capability, the activation threshold for energy harvesting based on rectifier circuit design needs to be discussed, and -30dBm activation threshold is assumed in our link budget analysis.
For device type 2a/2b with hundreds µW peak power consumption, it would be challenging to be driven by RF energy harvesting. Second, RF EH harvesting for hundreds µW peak power consumption need more time to store the energy in hundreds of seconds that is agreed in RAN#103. Other than the RF energy harvesting, energy can be provided through the harvesting of light, motion, heat, or any other power source that could be seen suitable. 
Proposal 5: For device 1, RF energy harvesting is considered. FFS for device 2a/2b.
Furthermore, for Reader-to-Device (R2D) communication, according to the characteristics specified for Ambient IoT devices, at least for Device 1 and Device 2a when using RF ED, we think the receiver sensitivity of downlink transmission depends on an activation threshold, instead of receiver noise figure and required SNR, as in Budget-Alt1. For device 2b, the method to obtain the receiver sensitivity may depend on the design of device architecture, which can be further discussed when device 2b architecture is stable. 
For Device-to-Reader (D2R) communication, as mentioned in the objectives, the device’s UL transmission is backscattered on a carrier wave. And for device 2b, UL transmission may also be generated internally by the device. We think for D2R transmission, the receiver sensitivity can be determined based on the noise figure and required SNR by simulation as Budget-Alt2. 
Proposal 6: For the target performance metric, both the link budget of RF energy harvesting (if used), R2D, and D2R link are calculated.
· For RF-EH and R2D, Budget-Alt1 is used to obtain receiver sensitivity at least for device 1 and device 2a, and further discuss device 2b.
· For D2R communication, Budget-Alt2 is used to obtain receiver sensitivity.
The link budget calculation formula for RF-EH, R2D, D2R backscatter and D2R active transmission are separately considered as below,
· MPLEH= Transmitter Tx power – Device receive sensitivity (Device EH activation threshold) + Transmitter antenna gain + Receiver antenna gain + Multi-node gain (if any) – shadowing fading margin – polarization loss
· MPLR2D = Transmitter Tx power – Device receive sensitivity (Device RX activation threshold) + Transmitter antenna gain + Receiver antenna gain – shadowing fading margin – polarization loss
· MPLD2R_Backscatter = Device received CW power - Receiver sensitivity+ Transmitter antenna gain + Receiver antenna gain - backscatter loss(or +amplification)– shadowing fading margin – polarization loss
· MPLD2R_Active = Device Tx power – Receiver sensitivity+ Transmitter antenna gain + Receiver antenna gain – shadowing fading margin – polarization loss
Proposal 7: Link budget for communications between reader and device can be calculated respectively as below，
· MPLEH= Transmitter Tx power – Device receive sensitivity (Device EH activation threshold) + Transmitter antenna gain + Receiver antenna gain + Multi-node gain (if any) – shadowing fading margin – polarization loss
· MPLR2D = Transmitter Tx power – Device receive sensitivity (Device RX activation threshold) + Transmitter antenna gain + Receiver antenna gain – shadowing fading margin – polarization loss
· MPLD2R_Backscatter = Device received CW power - Receiver sensitivity+ Transmitter antenna gain + Receiver antenna gain - backscatter loss(or +amplification)– shadowing fading margin – polarization loss
· MPLD2R_Active = Device Tx power – Receiver sensitivity+ Transmitter antenna gain + Receiver antenna gain – shadowing fading margin – polarization loss
For coverage evaluation in AIoT, the pathloss models used for calculating link budget have also been discussed and corresponding agreements are listed as below.
	Agreement
The following pathloss model is used in the coverage evaluation. 
· For D1T1, 
· InF-DH defined in TR38.901 is used. 
· Decide which of the following is used for each link,
· NLOS
· LOS
· FFS: InF-SH
· For D2T2, down-select from the following path loss models
· InF-DL defined in TR38.901 where the BS path loss model is reused for intermediate-UE with antenna height of 1.5m
· InH-Office model defined in TR38.901, (a.k.a, InH_B in Report ITU-R M.2412-0) where the BS path loss model is reused for intermediate-UE with antenna height of 1.5m
· Decide which of the following is used for each link,
· NLOS
· LOS


For D1T1, InF-DH pathloss model defined in TR38.901 can be used, and according to our assumptions on the topology and device distributions in Section 2.2, the LOS probability is lower than 3% when 40% clutter density is assumed, and it will nearly approach zero as clutter density increases. Therefore, we think InF-DH NLOS pathloss function defined in TR38.901 can be used as a baseline to calculate coverage distance. Besides, InF-SH can also be considered, the LOS probability can be up to 97% in InF-SH topology, which can provide better coverage performance.  
For D2T2, InF-DL pathloss model is used in our link budget calculation, and NLOS is considered for each link since the LOS probability in InF-DL is basically close to zero.
Proposal 8: The following pathloss model can be used in the coverage evaluation
· For D1T1, InF-DH NLOS defined in TR38.901 is used, and InF-SH can also be considered.
· For D2T2, InF-DL NLOS defined in TR38.901 is used.
The issue on CW interference modelling was also proposed in the last RAN1 meeting. For D2R backscatter transmission, the CW emitter can be deployed either on the same node which receives the backscattered signals (e.g., D1T1-A2, D2T2-A2), or different node from the reader (e.g., D1T1-A1, D1T1-B, D2T2-A1, D2T2-B). For CW inside topology with monostatic D2R backscatter, the self-interference issue may have impact on the coverage evaluation, which depends on the interference cancellation capability from reader side. From our perspective, RF interference cancellation and Baseband interference suppression can be performed by reader, and different interference cancellation range should be considered for BS and intermediate UE separately.
From our perspective, the CW interference can be reflected in link budget calculation for simplicity, and for the deployment scenarios with self-interference issue, the receiver sensitivity will be calculated by taking the remaining CW interference after CW interference cancellation into consideration. 
While for CW outside topology or CW inside topology with bistatic D2R backscatter, this issue is not critical since the node for emitting CW and receiving uplink signal are separately distributed, CW interference at reader can be mitigated by large spatial isolation and BB interference suppression. 
Proposal 9: For CW interference modelling in coverage evaluation, 
· For CW inside topology with monostatic D2R backscatter, CW interference can be considered in link budget calculation
· Obtain the remaining CW interference after CW interference cancellation from CW node by Tx power and CW cancellation capability, and calculate the minimum receiver sensitivity by taking remaining CW interference into consideration
· For CW outside topology or CW inside topology with bistatic D2R backscatter, assuming CW has no impact to the receiver sensitivity loss.
Based on the analysis above and the link budget template provided in R1-2401874, we provide a link budget template with detailed parameters in Table 2.4-1 for evaluating the coverage distance. According to the assumptions of deployment scenarios in Table 2.1-1, CW may be emitted with different transmit power configuration (e.g., 23 dBm, 33 dBm).  
Table 2.4-1 Link budget template
	No.
	Item
	Reader-to-Device
	Device-to-Reader

	(0) System configuration

	0A
	Scenarios
	D1T1-A/B/C…
D2T2-A/B/C…
	D1T1-A/B/C…
D2T2-A/B/C…

	0B
	Device type
	Device type 1/2a/2b
	Device type 1/2a/2b

	0C
	Center frequency (GHz)
	900MHz (mandatory)
	900MHz (mandatory)

	(1) Transmitter

	1E
	Total Tx Power for occupied BW (dBm) 
	· 33dBm for BS 
· 23dBm for UE 
	· Received CW power for Device 1/2a, indirect variable to be report, depending on CW Tx power and CW ‘emitter-to-tag’ distance 
· -10 dBm for Device 2b

	1E1
	CW Tx power (dBm)
	N/A
	· 23dBm for CW node (BS, intermediate UE)
· 33dBm for indoor BS
· Note: only applicable for device 1/2a

	1E2
	CW Tx antenna gain (dBi)
	N/A
	· 0 dBi for UE Tx ant gain
· 2dBi for BS Tx ant gain
· Note: only applicable for device 1/2a

	1E3
	‘emitter-to-tag’ distance (m)
	N/A
	10m for D1T1-B and D2T2-B

	1F
	Occupied bandwidth (Hz)
	180kHz
	15kHz

	1G
	Tx antenna gain (dBi)
	· 2 dBi for BS for indoor
· 0 dBi for intermediate UE
	For A-IoT device, 0 dBi

	1H
	Ambient IoT backscatter loss (dB)/modulation factor
Note: due to, e.g., impedance mismatch
	N/A
	· 5dB for OOK, 0dB for BPSK
· Note: Only for device 1

	1K
	Ambient IoT backscatter amplifier gain (dB)
	N/A
	· 10dB for device 2a

	1M
	EIRP (dBm)
	Calculated
[1M]=[1E]+[1G]
	Calculated
· Device 1: [1M]=[1E]+[1G]-[1H]
· Device 2a(backscatter): [1M]=[1E]+[1G] +[1K]
· Device type 2b(active): [1M]=[1E]+[1G]

	(2) Receiver

	2B
	Occupied bandwidth (Hz)
	180kHz
	15kHz

	2C
	Receiver antenna gain (dBi)
	same as 1F-D2R
	Same as 1F-R2D

	2D
	Receiver Noise Figure (dB)
	FFS
	· 5dB for BS as reader
· 9dB for UE as reader

	2E
	Thermal Noise(dBm/Hz)
	-174
	-174

	2F
	Noise Power (dBm)
	Calculated
[2F]=[2E]+[2D]+lin2dB([2B])
	Calculated
[2F]=[2E]+[2D]+lin2dB([2B])

	2G
	Required SNR
	Based on LLS results
	Based on LLS results

	2H
	Device activation threshold
	· For device 1, -30dBm for RF-EH, -36dBm for data
· For device 2a, -45dBm
	N/A

	2J
	Budget-Alt1/ Budget-Alt2
	Budget-Alt1 for device 1/2a, FFS device 2b
	Budget-Alt2

	2K
	CW cancellation (dB)
	N/A
	· For [monostatic backscatter], FFS
· [150dB for BS]
· [130dB for UE]
· For [bistatic backscatter], assuming CW has no impact to the receiver sensitivity loss. 

	2L
	Receiver Sensitivity (dBm)

	Calculated 
· For R2D and Budget-Alt1, [2L] = [2H]
· For R2D and Budget-Alt2, [2L] = [2G]+[2F]
	· for D1T1-B and D2T2-B, Calculated 2L based on method used from 2J, and variable in 2F, 2G based on 

· for others, [2L]=[2F]+[2G]

	

	3A
	Shadow fading margin (function of the cell area reliability and lognormal shadow fading std deviation) (dB)
	According to the propagation model and scenario
· 4dB for D1T1, 7dB for D2T2
	According to the propagation model and scenario
· 4dB for D1T1, 7dB for D2T2

	3B
	polarization mismatching loss (dB)
	3 dB
	3 dB

	3C
	BS selection/macro-diversity gain (dB)
	6 dB for RF-EH
	N/A

	3D
	Other gains (dB) (if any please specify)
	0
	0

	(4) MPL / distance

	4A
	MPL (dB)
	Calculated
[4A]=[1M]+[2C]-[2L]-[3A]-[3B]+[3C]+[3D]
	Calculated
[4A]=[1M]+[2C]-[2L]-[3A]-[3B]+[3C]+[3D]

	4B
	Distance (m)
	Calculated
	Calculated


Proposal 10: Adopt the link budget template in Table 2.4-1 for link budget evaluation in Ambient IoT.
2.4.2. Link level assumptions
Sampling Frequency Offset 
Most of the oscillator for sampling purpose for low-end device (i.e., 1uW) is on-chip LC oscillator with very limited accuracy and low sampling frequency. For assumptions on sampling offset and timing error, the following parameters can be considered for evaluation purpose only.
	Parameter 
	Values

	Sampling Frequency
	· Initial Sampling Frequency Offset (SFO) [104 ~ 105] ppm
· Sampling frequency = 1.92 MHz


Note: 
· The relationship between the SFO (Fe) and corresponding timing drift (ΔT) over a time(T) isΔT = ±Fe * T
· When the power is off for the device, the oscillator for sampling is no longer running and the device does not maintain any time reference.
Proposal 11: The following sampling frequency offset are considered in the evaluations,
	Parameter 
	Values

	Sampling Frequency
	· Initial Sampling Frequency Offset (SFO) [104 ~ 105] ppm
· Sampling frequency = 1.92 MHz 


Note: 
· The relationship between the SFO (Fe) and corresponding timing drift (ΔT) over a time(T) isΔT = ±Fe * T
· When the power is off for the device, the oscillator for sampling is no longer running and the device does not maintain any time reference.
Antenna and channel model
Ambient IoT devices should consider ultra-low complexity with ultra-low power consumption, 1Tx /1Rx antenna configuration is considered for link-level simulations. 
Besides, to obtain the required link-level performance, the channel models defined in TR 38.901, e.g., TDL-A can considered as a start point for simplicity. For backscattering communication, two-hop channel model can be further discussed to demonstrate the impact of backscattering on signal propagation if needed. And considering the actual deployment scenarios for inventory or command use case, in addition to the backscattering from Ambient IoT devices, the environment reflection also needs to be discussed, which may cause the interference on the receiving signal at readers, and more complicated design of channel models will be considered. 
Proposal 12: For antenna configuration, 1Tx/1Rx for Ambient IoT devices is considered.
Proposal 13: For link level performance evaluation, the following channel models are assumed,
· Chanel models TDL-A as in TR 38.901, assuming a delay spread of 20ns and speed of 1km/h. 
· FFS: Other channel model, e.g., two-hop channel model (convolution of two TDL-C channel).
· FFS: Impact of backscattering from both devices and environment.
SINR calculation
Especially for reader-to-device link, the signal BW is smaller than the RF filter BW and is confined within it. Hence the BW of noise and interference is larger than the signal BW. A clear definition of the SINR should be setup.
Proposal 14: The SINR for R2D link is calculated as the ratio of the followings, 
· Signal power received in the whole Ambient IoT device Rx filter band/signal occupied bandwidth
· Noise and interference power in the whole Ambient IoT device Rx filter band/signal occupied bandwidth
OOK Manchester decoding
For Ambient-IoT downlink, if the Manchester coding is used, it should be very simple reception schemes for ~1uW device, especially considering digital BB processing capability/complexity is restricted for such devices. 
One example of such Manchester decoding is provided in [3], which is called the timing-based Manchester decode. In this approach, the ascending/descending edge is used to trigger an interruption and the time between two edges will be captured for decoding. Suppose that the data rate is 2T (i.e., the Manchester coding rate is T), and a decoding procedure is illustrated in the following figure. 
[image: ]
The decoder starts timer and captures the first edge. Then, captures the next edge and check if count value equals 2T. Once the count value equals 2T, the decoder is now synchronized with the data clock. It will read current logical level of the incoming pin and save as current bit value (0 as shown in the figure). In subsequent steps, the decoder repeatly captures next edge and compare the stored count value with T. If the value equals T, set current bit to next bit. Else if the value equals 2T, set the opposite of current bit to the next bit. Otherwise, return error. It should be noted that in practice the value of the timer will not be exactly matched to T or 2T. To allow for this it is necessary to create a window of allowable values around the desired times. A typical window can be as large as ±50% of T.
Proposal 15: Timing based Manchester decoding approach by capturing ascending/descending edges is adopted for link level performance evaluation.
3. Evaluation results
3.1. Link budget Results
According to the deployment scenarios assumption discussed in Section 2.1 and link budget calculation discussed in Section 2.4.1, preliminary link budget results have been derived based on Table 2.4-1. And the detailed results for different deployment scenarios could refer to tables listed in Annex I.
To identify the bottleneck coverage case and evaluate the coverage distance for various deployment scenarios and topology, the tolerate pathloss for each case are summarized in the Table 3.1-1 and Table 3.1-2 below, and the coverage distance is calculated based on the minimum results between R2D link and D2R link.
Table 3.1-1 Summary of link budget results and coverage distance for D1T1
	Case
	CW power (dBm)
	D2R pathloss (dB)
	R2D pathloss (dB)
	min pathloss (dB)
	coverage(m)

	
	Device 1

	D1T1-A1
	23
	67.6
	64 (RF EH)
	64(DL)
	64
	26

	
	33
	72.6
	64 (RF EH)
	64(DL)
	64
	26

	D1T1-A2
	23
	65.5
	64 (RF EH)
	64(DL)
	64
	26

	
	33
	66.4
	64 (RF EH)
	64(DL)
	64
	26

	D1T1-B
	BS as CW, 23
	86
	64 (RF EH)
	64(DL)
	64
	26

	
	BS as CW, 33
	96
	64 (RF EH)
	64(DL)
	64
	26

	
	UE as CW, 23
	84
	64 (RF EH)
	64(DL)
	64
	26

	
	Device 2a

	D1T1-A1
	23
	75.1
	73
	73
	68.8

	
	33
	80.1
	73
	73
	68.8

	D1T1-A2
	23
	73
	73
	73
	68.8

	
	33
	73.9
	73
	73
	68.8

	D1T1-B
	BS as CW, 23
	101
	73
	73
	68.8

	
	BS as CW, 33
	111
	73
	73
	68.8

	
	UE as CW, 23
	99
	73
	73
	68.8

	
	Device 2b 

	D1T1-C
	-
	112.2
	73
	73
	68.8


Note: RF ED is assumed for device 2a and 2b
Table 3.1-2 Summary of link budget results and coverage distance for D2T2
	Case
	CW power (dBm)
	D2R pathloss (dB)
	R2D pathloss (dB)
	min pathloss (dB)
	coverage(m)

	
	Device 1

	D2T2-A1
	23
	60.6
	43 (RF EH)
	49(DL)
	49
	7.5

	D2T2-A2
	23
	52.5
	43 (RF EH)
	49(DL)
	49
	7.5

	D2T2-B
	BS as CW, 23
	77.1
	55 (RF EH)
	49(DL)
	49
	7.5

	
	BS as CW, 33
	87.1
	55 (RF EH)
	49(DL)
	49
	7.5

	
	UE as CW, 23
	77.9
	43 (RF EH)
	49(DL)
	49
	7.5

	
	Device 2a

	D2T2-A1
	23
	68.1
	58
	58
	13.5

	D2T2-A2
	23
	60
	58
	58
	13.5

	D2T2-B
	BS as CW, 23
	92.1
	58
	58
	13.5

	
	BS as CW, 33
	102.1
	58
	58
	13.5

	
	UE as CW, 23
	92.9
	58
	58
	13.5

	
	Device 2b

	D2T2-C
	-
	103.2
	58
	58
	13.5


Note: RF ED is assumed for device 2a and 2b
Deployment scenario 1, Topology 1
For Topology 1, it is observed that for AIoT device 1, when RF energy harvesting is adopted, the coverage distance of RF energy harvesting or downlink communication is the bottleneck. Per our understanding, whether multi-node joint transmission can be adopted depends on the topology of Ambient IoT devices and reader distribution, which can be further discussed. If the multi-node joint transmission for RF energy harvesting is not supported, the coverage distance for device 1 would be limited by RF energy harvesting. When 6 dB multi-node joint transmission gain and 33 dBm RF transmit power are assumed for link budget evaluation, R2D the coverage distance can be achieved to approximately 26m.
And for device 2a/2b in D1T1, without considering the impact of energy harvesting, R2D link may be bottleneck at least for device 2a, and the coverage distance can be achieved to approximately 68.8m with lower activation threshold assumption compared with device 1.
By comparing the path loss of D2R link of different deployment scenarios, larger link budget results are obtained in case of CW outside topology (e.g., D1T1-B), since the CW power received by device can be larger and CW interference is neglected.
Considering D1T1-C, when active UL transmission is performed by device 2b, it can be observed that larger D2R link budget results is achieved compared with backscatter transmission. However, the coverage of R2D communication is the bottleneck due to limited device receiver sensitivity, and nearly 68.8m coverage distance is achieved based on current assumptions. 
Observation 1: For device 1 in D1T1, the coverage distance would be limited by R2D link, and about 26m coverage distance can be achieved.
Observation 2: At least for device 2a in D1T1, the coverage distance can be approximately 68.8m limited by R2D link.
Observation 3: For D2R link in D1T1, larger coverage distance can be achieved in case of CW outside topology. 
Deployment scenario 2, Topology 2
For R2D link in D2T2, lower transmission power from reader is assumed considering indoor UE as intermediate node. Similar to the observation for D1T1, if the restriction of RF-EH is not considered, the bottleneck is mainly R2D, it is observed that R2D coverage distance is only approximately 7.5m for device 1 and 13.5m for device 2a. And with lower activation threshold, communication between UE and device 2a/2b will achieve better coverage performance compared with device 1.
For D2R link in D2T2, CW outside topology (e.g., D2T2-B) can provide larger available coverage distance as more CW power is assumed to be received at devices no matter what the CW emitter type is.
Observation 4: For D2T2, the coverage of R2D is the bottleneck due to limited transmit power (23 dBm) from intermediate UE and device activation threshold, and coverage distance is about 7.5m for device 1 and 13.5m for device 2a. 
Observation 5: For D2R link in D2T2, when CW outside topology is used, with larger CW power received at device side, better coverage performance can be achieved. 
3.2. Link performance (LLS)
For the link-level simulations, the parameters listed in the following Table 3.2-1 are assumed, and we provide an initial simulation result of Reader-to-Device communication in Figure 1. 
Table 3.2-1. Link-level Simulation assumptions
	Parameter
	Values

	Waveform
	OOK chip rate = 14ksps, (OOK-1, scs=15kHz)
FFS: large OOK chip rate and details

	Block size
	Block size = 20, 40, 80bit, CRC = 6bit
- FFS, large block size and details

	Channel Coding
	Downlink: Manchester coding is used, PIE can be considered,
Uplink: more robust channel coding can be considered and provided by companies, e.g., Miller, FM0, convolution code.

	Antenna
	1Tx, 1Rx

	BW
	A-IoT BW = 1RB, RF Filter = 10MHz

	Channel structure
	Preamble + payload + CRC

	Impairment modelling
	SFO = 10^4 - 10^5 ppm and frequency = 1.92Msps

	Channel Model
	TDL-A/C/D channel, 20ns, 1km/h
· FFS: Other channel model, e.g., two-hop channel model (convolution of two TDL-C channel)
· FFS: Impact of both device and environment backscattered


[image: ]
Figure 1: downlink BLER for different payload size (20bit, 40bit, 80bit) + 6 bit CRC, OOK chip rate = 28ksps, Manchester coding
 Note: Assuming receiver BW is 10MHz or more, the sampled noise is independent from each. 
4. Conclusions
In this contribution, we share our views on the evaluation assumptions of Ambient IoT, and provide some preliminary simulation analysis and evaluation results. The observations and proposals are summarized as follows. 
Observation 1: For device 1 in D1T1, the coverage distance would be limited by R2D link, and about 26m coverage distance can be achieved.
Observation 2: At least for device 2a in D1T1, the coverage distance can be approximately 68.8m limited by R2D link.
Observation 3: For D2R link in D1T1, larger coverage distance can be achieved in case of CW outside topology. 
Observation 4: For D2T2, the coverage of R2D is the bottleneck due to limited transmit power (23 dBm) from intermediate UE and device activation threshold, and coverage distance is about 7.5m for device 1 and 13.5m for device 2a. 
Observation 5: For D2R link in D2T2, when CW outside topology is used, with larger CW power received at device side, better coverage performance can be achieved. 
Proposal 1: Study and evaluate the cases D1T1-A1/A2/B/C, D2T2-A1/A2/B/C in Table 2.1-1 in R1-2402565 for the coverage/link budget study. 
Proposal 2: Further discuss and prioritize cases in Table 2.1-1 in R1-2402565. Propose D1T1-A1/A2/B and D2T2-B as the most interested cases for further coverage evaluation.
Proposal 3: Adopt the topology and AIoT device distributions in Table 2.2-1 of R1-2402565 for coverage studies.
Proposal 4: For the remaining design targets, the followings are considered,
Applicable maximum distance target values(s)
The applicable maximum distance target values can be decided depending on the evaluation results of the link budget.
Refine the definition of latency suitable for use in RAN WGs
· For inventory use case: 
· The time interval between the time that the inventory request is sent from BS/intermediate UE and the time that the inventory report is successfully received at BS/intermediate UE.
· For command use case: 
· The time interval between the time that the DL command is sent from BS/intermediate UE and the time that the commands successfully received at A-IoT device.
· FFS the components (e.g., processing time at BS and/or A-IoT device) to be included in the calculation of latency.
· Note: the latency definition is for a A-IoT device.
2D distribution of devices
· The devices are uniformly distributed in the system as starting.
· For simplicity, system level simulation is not required. 
And the following performance metrics and evaluations are proposed,
Inventory completion time
· The following performance metric is considered for evaluation purpose only,
· Inventory completion time for multiple devices [s]
· For inventory use case, the ‘Inventory completion time for multiple devices’ is defined as the time a reader successfully read [Z]% of A-IoT devices for a given number of reachable A-IoT devices by the reader
-  FFS: Z
· Note: evaluations are expected to be provided by numeric analysis rather than by system-level simulations.
· Company to report
· R2D and D2R data rate
· random access schemes
· message size and etc.
Proposal 5: For device 1, RF energy harvesting is considered. FFS for device 2a/2b.
Proposal 6: For the target performance metric, both the link budget of RF energy harvesting (if used), R2D, and D2R link are calculated.
· For RF-EH and R2D, Budget-Alt1 is used to obtain receiver sensitivity at least for device 1 and device 2a, and further discuss device 2b.
· For D2R communication, Budget-Alt2 is used to obtain receiver sensitivity.
Proposal 7: Link budget for communications between reader and device can be calculated respectively as below，
· MPLEH= Transmitter Tx power – Device receive sensitivity (Device EH activation threshold) + Transmitter antenna gain + Receiver antenna gain + Multi-node gain (if any) – shadowing fading margin – polarization loss
· MPLR2D = Transmitter Tx power – Device receive sensitivity (Device RX activation threshold) + Transmitter antenna gain + Receiver antenna gain – shadowing fading margin – polarization loss
· MPLD2R_Backscatter = Device received CW power - Receiver sensitivity+ Transmitter antenna gain + Receiver antenna gain - backscatter loss(or +amplification)– shadowing fading margin – polarization loss
· MPLD2R_Active = Device Tx power – Receiver sensitivity+ Transmitter antenna gain + Receiver antenna gain – shadowing fading margin – polarization loss
Proposal 8: The following pathloss model can be used in the coverage evaluation
· For D1T1, InF-DH NLOS defined in TR38.901 is used, and InF-SH can also be considered.
· For D2T2, InF-DL NLOS defined in TR38.901 is used.
Proposal 9: For CW interference modelling in coverage evaluation, 
· For CW inside topology with monostatic D2R backscatter, CW interference can be considered in link budget calculation
· Obtain the remaining CW interference after CW interference cancellation from CW node by Tx power and CW cancellation capability, and calculate the minimum receiver sensitivity by taking remaining CW interference into consideration
· For CW outside topology or CW inside topology with bistatic D2R backscatter, assuming CW has no impact to the receiver sensitivity loss.
Proposal 10: Adopt the link budget template in Table 2.4-1 for link budget evaluation in Ambient IoT.
Proposal 11: The following sampling frequency offset are considered in the evaluations,
	Parameter 
	Values

	Sampling Frequency
	· Initial Sampling Frequency Offset (SFO) [104 ~ 105] ppm
· Sampling frequency = 1.92 MHz 


Note: 
· The relationship between the SFO (Fe) and corresponding timing drift (ΔT) over a time(T) isΔT = ±Fe * T
· When the power is off for the device, the oscillator for sampling is no longer running and the device does not maintain any time reference.
Proposal 12: For antenna configuration, 1Tx/1Rx for Ambient IoT devices is considered.
Proposal 13: For link level performance evaluation, the following channel models are assumed,
· Chanel models TDL-A as in TR 38.901, assuming a delay spread of 20ns and speed of 1km/h. 
· FFS: Other channel model, e.g., two-hop channel model (convolution of two TDL-C channel).
· FFS: Impact of backscattering from both devices and environment.
Proposal 14: The SINR for R2D link is calculated as the ratio of the followings, 
· Signal power received in the whole Ambient IoT device Rx filter band/signal occupied bandwidth
· Noise and interference power in the whole Ambient IoT device Rx filter band/signal occupied bandwidth
Proposal 15: Timing based Manchester decoding approach by capturing ascending/descending edges is adopted for link level performance evaluation.
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6. Annex
Annex I Link budget results
The link budget calculation of RF energy harvesting, Reader-to-Device communication, Device-to-Reader backscatter communication and Device-to-Reader active UL transmission for each deployment case are summarized in the Table 6-1/6-2 below.
Table 6-1a link budget results for RF-EH, R2D link-D1T1
	Case
	RF Energy harvesting for Device 1
	D1T1

	
	
	Device 1
	Device 2a/2b

	Center frequency (GHz)
	0.9
	0.9
	0.9

	Transmission bandwidth (Hz)
	180000
	180000
	180000

	Total transmit power for occupied bandwidth (dBm)
	33
	33
	33

	BS/UE antenna gain (dBi) 
	2
	2
	2

	EIRP (dBm)
	35
	35
	35

	Receiver antenna gain (dBi)
	0
	0
	0

	Device receiver sensitivity (activation threshold) (dBm)
	-30
	-36
	-45

	Joint transmission Gain (dB)
	6
	0
	0

	Shadow fading (dB)
	4
	4
	4

	Polarization loss (dB)
	3
	3
	3

	Other gains (dB) (if any)
	0
	0
	0

	Available path loss (dB)
	64
	64
	73

	 Maximum range (m)
	26.03
	26.03
	68.80



Table 6-1b Link budget results for RF-EH, R2D link-D2T2
	Case
	RF Energy harvesting for Device 1
	D2T2

	
	
	Device 1
	Device 2a/2b

	Center frequency (GHz)
	0.9
	0.9
	0.9
	0.9

	Transmission bandwidth (Hz)
	180000
	180000
	180000
	180000

	Total transmit power for occupied bandwidth (dBm)
	23
	33
	23
	23

	BS/UE antenna gain (dBi) 
	0
	2
	0
	0

	EIRP (dBm)
	23
	35
	23
	23

	Receiver antenna gain (dBi)
	0
	0
	0
	0

	Device receiver sensitivity (activation threshold) (dBm)
	-30
	-30
	-36
	-45

	Joint transmission Gain (dB)
	0
	0
	0
	0

	Shadow fading (dB)
	7
	7
	7
	7

	Polarization loss (dB)
	3
	3
	3
	3

	Other gains (dB) (if any)
	0
	0
	0
	0

	Available path loss (dB)
	43
	55
	49
	58

	 Maximum range (m)
	5.1
	11.1
	7.54
	13.47



Table 6-2a link budget results for D2R link-D1T1
	
	D1T1-A1, Device 1
	D1T1-A2, Device 1
	D1T1-B, Device 1
	D1T1-A1, Device 2a
	D1T1-A2, Device 2a
	D1T1-B, Device 2a
	D1T1-C, device 2b

	
	UL CW
	DL CW
	UL CW
	DL CW
	BS as CW node, UL CW 
	BS as CW node, DL CW
	UE as CW node
	UL CW
	DL CW
	UL CW
	DL CW
	BS as CW node, UL CW 
	BS as CW node, DL CW
	UE as CW node
	Active UL

	Carrier frequency (GHz)
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9

	Occupied bandwidth (Hz)
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	180000
	180000

	CW power (dBm)
	23
	33
	23
	33
	23
	33
	23
	23
	33
	23
	33
	23
	33
	23
	-

	CW Tx antenna gain (dBi)
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	0
	-

	Device received CW power/active transmit power (dBm) 
	-49.6
	-44.6
	-47.5
	-38.4
	-31.3
	-21.3
	-33.3
	-57.1
	-52.1
	-55
	-45.9
	-31.3
	-21.3
	-33.3
	-10

	Tx antenna gain (dBi)
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Ambient IoT backscatter loss(dB)
	5
	5
	5
	5
	5
	5
	5
	-
	-
	-
	-
	-
	-
	-
	-

	Ambient IoT backscatter amplification(dB)
	-
	-
	-
	-
	-
	-
	-
	10
	10
	10
	10
	10
	10
	10
	-

	EIRP (dBm)
	-54.6
	-49.6
	-52.5
	-43.4
	-36.3
	-26.3
	-38.3
	-47.1
	-42.1
	-45
	-35.9
	-21.3
	-11.3
	-23.3
	-10

	Receiver antenna gain (dBi)
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2
	2

	Receiver noise figure (dB)
	5
	5
	5
	5
	5
	5
	5
	5
	5
	5
	5
	5
	5
	5
	5

	Thermal noise density (dBm/Hz)
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174

	Noise Power (dB)
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24

	CW cancellation
	-
	-
	150
	150
	-
	-
	-
	-
	-
	150
	150
	-
	-
	-
	-

	Required SNR (dB)
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Receiver sensitivity (dBm)
	-127.24
	-127.24
	-122.97
	-114.75
	-127.24
	-127.24
	-127.24
	-127.24
	-127.24
	-122.97
	-114.75
	-127.24
	-127.24
	-127.24
	-127.24

	Shadow fading (dB)
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4
	4

	Polarization loss (dB)
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3

	Other gains (dB) (if any)
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Available path loss (dB)
	67.6
	72.6
	65.5
	66.4
	86
	96
	84
	75.1
	80.1
	73
	73.9
	101
	111
	99
	112.2

	Maximum range (m)
	38.7
	66.1
	30.7
	33.8
	269.5
	771.3
	218.3
	86.1
	145.9
	68.8
	75.5
	1304.9
	3734.1
	1057.4
	4278



Table 6-2b link budget results for D2R link-D2T2
	
	D2T2-A1, Device 1
	D2T2-A2, Device 1
	D2T2-B, Device 1
	D2T2-A1, Device 2a
	D2T2-A2, Device 2a
	D2T2-B, Device 2a
	D2T2-C, device 2b

	
	UL CW
	UL CW
	BS as CW node, UL CW 
	BS as CW node, DL CW
	UE as CW node
	UL CW
	UL CW
	BS as CW node, UL CW 
	BS as CW node, DL CW
	UE as CW node
	Active UL

	Carrier frequency (GHz)
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9
	0.9

	Occupied bandwidth (Hz)
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	15000
	180000
	180000

	CW power (dBm)
	23
	23
	23
	33
	23
	23
	23
	23
	33
	23
	-

	CW Tx antenna gain (dBi)
	0
	0
	2
	2
	0
	0
	0
	2
	0
	0
	-

	Device received CW power/active transmit power (dBm) 
	-47.6
	-39.4
	-31.1
	-21.1
	-30.4
	-55.1
	-46.9
	-31.1
	-21.1
	-30.4
	-10

	Tx antenna gain (dBi)
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Ambient IoT backscatter loss(dB)
	5
	5
	5
	5
	5
	-
	-
	-
	-
	-
	-

	Ambient IoT backscatter amplification(dB)
	-
	-
	-
	-
	-
	10
	10
	10
	10
	10
	-

	EIRP (dBm)
	-52.6
	-44.4
	-36.1
	-26.1
	-35.4
	-45.1
	-36.9
	-21.1
	-11.1
	-20.4
	-10

	Receiver antenna gain (dBi)
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Receiver noise figure (dB)
	9
	9
	9
	9
	9
	9
	9
	9
	9
	9
	9

	Thermal noise density (dBm/Hz)
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174
	-174

	Noise Power (dB)
	-123.24
	-123.24
	-123.24
	-123.24
	-123.24
	-123.24
	-123.24
	-123.24
	-123.24
	-123.24
	-123.24

	CW cancellation
	-
	130
	-
	-
	-
	-
	130
	-
	-
	-
	-

	Required SNR (dB)
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Receiver sensitivity (dBm)
	-123.24
	-106.9
	-123.24
	-123.24
	-123.24
	-123.24
	-106.9
	-123.24
	-123.24
	-123.24
	-123.24

	Shadow fading (dB)
	7
	7
	7
	7
	7
	7
	7
	7
	7
	7
	7

	Polarization loss (dB)
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3
	3

	Other gains (dB) (if any)
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0
	0

	Available path loss (dB)
	60.6
	52.5
	77.1
	87.1
	77.9
	68.1
	60
	92.1
	102.1
	92.9
	103.2

	Maximum range (m)
	16
	9.41
	46.2
	88.1
	48.5
	25.9
	15.3
	121.6
	231.8
	127.5
	249.2
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