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1 Introduction
[bookmark: _Hlk155179029]In RAN#102, Rel-19 work item on “New WID on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface” is endorsed. The objective of the work item is as follows.
	Provide specification support for the following aspects:
· Beam management - DL Tx beam prediction for both UE-sided model and NW-sided model, encompassing [RAN1/RAN2]:
· Spatial-domain DL Tx beam prediction for Set A of beams based on measurement results of Set B of beams (“BM-Case1”)
· Temporal DL Tx beam prediction for Set A of beams based on the historic measurement results of Set B of beams (“BM-Case2”)
· Specify necessary signalling/mechanism(s) to facilitate LCM operations specific to the Beam Management use cases, if any
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE 
NOTE: Strive for common framework design to support both BM-Case1 and BM-Case2


In this contribution, we will provide our view on the specification support for AI/ML beam management, including the aspects for NW-side AI/ML model and UE-side AI/ML model, respectively.
1 
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2 NW-side AI/ML model
In this section, specification impact with respect to NW-side AI/ML model for beam management is discussed. In particular, different LCM operations (e.g., data collection, model inference, model monitoring, etc) associated with the NW-side AI/ML and the corresponding signalling/mechanism to facilitate the LCM operations are further discussed as follows.
2.0 Typical procedure
Beam management specific LCM procedure for NW-side AI/ML model is illustrated in Figure 1.
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Figure 1. LCM procedure for NW-side AI/ML model.
For data collection, NW configures RS resources (e.g., SSB resources or CSI-RS resources) for L1-RSRP measurement. For example, RS resources for Set A and/or Set B can be configured for transmission. UE performs measurements based on the configured RS resources and report the corresponding collected data based on NW control. From NW perspective, the collected data can be used for model training, model inference or performance monitoring. For model training, the collected data can be further delivered or process for offline training or fine tuning. For model inference, NW can use the collected data as model input and generate the corresponding output, where the output (e.g., predicted beam) can be further used for beam indication. The collected data can also be used to monitor the performance of the model, and NW can decide whether to activate/deactivate/fallback the AI/ML operation based on the performance monitoring. 

2.1 Data collection for Model training 
	For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities differ. For instance, for:
· Model Training:
· For gNB-side models, training data can be generated by the gNB or UE, while the termination point for training data may include the gNB, or OAM.
· Note: RAN2 identified the case in which OTT server and Core Network may be used for gNB-side model training. However, no study was conducted since this is beyond the scope of this Working Group.


The procedure of data collection (e.g., data collection for model training) for NW-side AI/ML model was studied and the corresponding outcome are captured in TR 38.843 as above. From RAN1 perspective, the training data generated by UE needs to be looked into. The contents of collected data and the corresponding container/signalling to convey the collected data will be further discussed as follows.
2.1.1 Training Data collection content
Data collection content for training is highly dependent on the type of AI/ML model. In general, there are two types of AI/ML models for beam management: (i) classification-based model; (ii) regression-based model.
· Classification-based model is capable to provide the ranking information of Set A beams (as model output). In terms of data collection for training, classification-based model requires data of L1-RSRPs of (all/subset) Set B beams as model input. Also, the labels corresponding L1-RSRPs of (all/subset) Set B beams are necessary for training. Here, the labels for classification-based model should be beam ID of Set A beams (typically, Top-1 beam ID of Set A beams).
· Regression-based model is capable to provide the predicted L1-RSRP information of Set A beams (as model output). In terms of data collection for training or fine-tuning, similar to classification-based model, regression-based model requires data of L1-RSRPs of (all/subset) Set B beams as model input. Also, the labels corresponding L1-RSRPs of (all/subset) Set B beams are necessary for training. Here, the labels for regression-based model should be L1-RSRPs of Set A beams (e.g., L1-RSRP for all/subset of Set A beams).
The discussion above is equally applicable to BM-Case1 and BM-Case2. Moreover, to facilitate data collection for BM-Case2, time domain information (e.g., timestamps for data and label) is additionally required. Also, a further issue is how to convey the timestamps, e.g., whether it is implicit or explicit.
An example for training data collection content for classification-based model and regression-based model are provided in Table 1.
	
	Classification-based model
	Regression-based model

	Data collection content
	L1-RSRPs for all Set B beams 
Top-1 Beam ID for Set A
Related timestamps (BM-Case2)
	L1-RSRPs for all Set B beams
L1-RSRPs for all/subset Set A beams
Related timestamps (BM-Case2)


Table 1. Exemplary training data collection content
[bookmark: _Hlk158131028][bookmark: _Hlk134726360][bookmark: _Hlk134720050]Apart from timestamp, the assistance information corresponding data, label, timestamps to facilitate model training, e.g., model generalization for different scenarios need to be considered. Hence, for the content of data collection, we have the following proposal.
Proposal 1. For NW-side AI/ML model data collection for training, support at least the following as data collection content:
· L1-RSRP(s) for all beam(s) of Set B
· L1-RSRP(s) for all beam(s) of Set A
· Top-K Beam ID(s) for Set A
· Related timestamp
· The information to facilitate model training (FFS details)

2.1.2 Signalling/Container for training data collection
Apart from the content of data collection, another aspect is the signalling/container to convey the content of collected data for training. Basically, three types of signaling (L1 signaling, MAC-CE, RRC) can be used. For model training purpose, the latency requirement to convey the collected data is less stringent. Hence, high layer signaling (e.g., MAC-CE, RRC) can be naturally used for this purpose as baseline. Hence, potential enhancement to use high layer signal to convey the data collection content should be supported. For L1 signaling, the existing L1 beam reporting framework can be largely reused for the collection of model training data. Whether it is necessary to enhance L1 signaling for model training purpose should be further discussed.
Proposal 2. For NW-side AI/ML model data collection for training, at least support the enhancement to use high layer signaling to convey data collection content.

2.2 Data collection for model inference
In general, there are two aspects for beam report enhancement: spatial domain (e.g., to support one reporting instance with measurements of more than 4 beams) and time domain (e.g., to support one reporting instance with beam measurements for multiple time instances). Details are discussed as follows. Note that the methods for data collection for model inference can be reused for performance monitoring.
2.2.1 Spatial domain related enhancement (> 4 beams)
	Agreement (RAN1#116bis)
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 



Based on the agreement in RAN1#116bis, a beam reporting with more than 4 beams is supported. Due to the increased number of reported beams in comparison with that of legacy beam reporting, payload size reduction techniques for L1 beam report should be considered. Those techniques include differential L1-RSRP reporting and CRI/SSBRI omission. For example, in the case that L1-RSRPs of all Set B beams are configured to be reported for a CSI-ReportConfig, CRI/SSBRI can be omitted in the corresponding CSI reporting since there is a common understanding between NW and UE on which beam measurement results are to be reported.
Moreover, the quantization of L1-RSRP measurement should be discussed. Based on the study outcome of SI phase, AI/ML model is not very sensitive to quantization method (e.g., sparser quantization of L1-RSRP measurement does not impact the performance AI/ML model inference). This means that L1-RSRP reporting with sparser quantization step can be considered to reduce beam reporting overhead.
Proposal 3. For NW-side AI/ML model inference, for CSI-ReportConfig with the measurements for more than 4 beams in one reporting instance
· Support differential L1-RSRP reporting
· Support CRI/SSBRI omission in case of the number of reported beam(s) is the same as the number of resources within the set for channel measurement
· FFS: Whether to support new quantization method

Another follow-up issue is which report quantities is applicable to beam report with more than 4 beams. Basically, there are for report quantities associated to L1-RSRP based beam reporting, i.e., 'cri-RSRP', 'ssb-Index-RSRP', 'cri-RSRP-Index', 'ssb-Index-RSRP-Index'. In our view, unless there is a strong reason, these four L1-RSRP based report quantities should be supported.
Proposal 4. For NW-side AI/ML model inference, for CSI-ReportConfig with the measurements for more than 4 beams in one reporting instance, consider the applicability of the following report quantity:
· 'cri-RSRP', 'ssb-Index-RSRP', 'cri-RSRP-Index', 'ssb-Index-RSRP-Index'.

2.2.2 Time domain related enhancement (multiple past time instances) 
For BM-Case2 with NW AI/ML model inference, NW requires L1-RSRPs for multiple past time instances as model input. For L1 signaling, there are two existing methods to obtain L1-RSRP measurement for a particular time instance: 1) CSI-ReportConfig configured with timeRestrictionForChannelMeasurements; 2) aperiodic CSI reporting using aperiodic CSI-RS. However, those methods can only provide measurement for a single time instance in the corresponding CSI reporting and the time instance is couple with the timing of the CSI reporting (e.g., the latest measurement no later than the CSI reference for the CSI reporting). This is very restrictive if more than one measurement results are desired for model inference from NW perspective. Hence, it is preferable to support L1 beam reporting (i.e., CSI-ReportConfig) with measurements for each of multiple past time instances in one reporting instance. NW can directly use the measurement results as model input for future beam prediction. One follow-up issue is how to identify the multiple past time instances so that NW and UE can have a common understanding on the exact time domain position of those time instances. Also, another issue for further study is which type of CSI reporting (e.g., P/SP/AP reporting) should be supported. 
[bookmark: _Hlk158363441]Proposal 5. For NW-side AI/ML model inference, support CSI-ReportConfig with measurements for each of multiple past time instances in one reporting instance.
· FFS: How to identified the multiple past time instances
· FFS: The support of P/SP/AP reporting

2.3 Beam indication based on model inference output
	Agreement (RAN1#116bis)
For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed



For NW-side AI/ML model, the output of model inference can be used for beam indication to UE. For BM-Case2, it is beneficial to support predictive beam indication. For the existing beam indication framework, only one (future) time instance can be indicated at a time. This may not work well in high-speed scenario since the beam swich is very frequent in this scenario and the single indicated beam may be out-dated very quickly. Hence, to ensure the robustness of beam indication and reduce signalling overhead, single beam indication for multiple future time instances based on the model inference output is preferred. Also, for the beam indication of multiple future time instances, unified TCI framework should be used as baseline since it is already time instance dependent beam indication.
Proposal 6. Support single beam indication for multiple future time instances using unified TCI framework.

3 UE-side AI/ML model
In this section, specification impact with respect to UE-side AI/ML model for beam management is discussed. In particular, different LCM operations (e.g., data collection, model inference, model monitoring, etc) associated with the UE-side AI/ML and the corresponding signalling/mechanism(s) to facilitate the LCM operations are further discussed as follows. 
3.0 Typical procedure
Beam management specific LCM procedure for UE-side AI/ML model is illustrated in Figure 2.
[image: ]
Figure 2. LCM procedure for UE-side AI/ML model.
For data collection, NW can configure or trigger the CSI-RS/SSB transmission for L1-RSRP measurement. The RS configuration may depend on the request from UE. For example, the RS resources for Set A and/or Set B can be configured by NW based on the request from UE. UE performs measurements based on the configured/triggered RS resources and performs data collection correspondingly. From UE perspective, the collected data can be used for model training, model inference or performance monitoring. For model training, the collected data can be further delivered or process for offline training or fine tuning. For model inference, UE can use the collected data as model input and generate the corresponding output, where the output (e.g., predicted beam and/or predicted L1-RSRP) should be reported to NW for predictive beam indication. Moreover, the collected data can also be used to monitor the performance of the model. For type 1 performance monitoring, UE can provide measurement result or associated performance metric to NW and NW can further indicate the activation/deactivation/fallback of AI/ML operation via DL signalling. For type 2 performance monitoring, UE can decide whether to activate/deactivate/fallback the AI/ML operation based on the collected data. 
Data collection for UE-side Model training is not discussed in detail in the paper since it is still under study in the parallel section. Instead, this paper will focus on the procedure of model inference and the procedure of performance monitoring as follows.
3.1 Model inference
3.1.1 Procedure for model inference
	Conclusion (RAN1#116bis)
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point



For the purpose of UE-side model inference, NW can configure Set A for prediction and Set B for the data collection of model inference. Base on the conclusion from RAN1#116bis, for the configuration of Set B, existing CSI framework for CSI-RS/SSB resources configuration is the baseline, i.e., Set B corresponds to a CSI-RS/SSB resource set for channel measurement. Note that, for BM-Case2, the CSI-RS/SSB resources configuration should facilitate UE to collect measurements for multiple past time instance. The design principle for doppler domain CSI prediction introduced in Rel-18 can be considered. For the configuration of Set A, one discussion point is whether Set A beams are mapped with reference signals as legacy. That is, whether the identifiers for representing Set A beams should be always associated with RS resources as legacy. In our view, this should not be mandated since one of the key purposes of AI/ML beam predication is to save the overhead of RS measurement. Hence, two options for Set A configuration can be considered: 1) similar as Set B, a CSI-RS/SSB resources set is configured as Set A for prediction; 2) Set A consists of a set of predicted values defined by the size of set A (K1) provided by the CSI-ReportConfig, e.g., Set A consists of the predicted integer values from 0 to K1 – 1 (corresponding to K1 beams respectively).
With the configuration of Set A and Set B, UE can perform beam prediction (e.g., the predicted Top K beam(s) from Set A and/or the corresponding predicted L1-RSRP) based on the channel measurement of the resources within Set B. It is notable that UE can derive several channel measurements from each of the resources within Set B and those channel measurements are used as AI/ML model input for inference. The order of those channel measurement as input will have significant impact on the corresponding output of the AI/ML model inference. To ensure the consistency between the mapping of channel measurements and AI/ML input, the ordering of the resources within Set B should be ensured. That is, the predicted Top K beam(s) from Set A and the corresponding predicted L1-RSRP if applicable are derived based on the channel measurement within Set B and the ordering of the resources within Set B. Moreover, the ordering of the resources within Set B can be the increasing order of the value of resource ID within Set B.
Proposal 7. For UE-side AI/ML model inference, for a CSI-ReportConfig, support the following:
· The configuration of Set A and Set B, where Set A is for prediction and Set B is a CSI-RS/SSB resource set for channel measurement.
· Set B can be periodic, semi-persistent or aperiodic.
· FFS: For BM-Case2, the configuration of aperiodic Set B to facilitate measurements for multiple past time instance.
· FFS: configuration details of Set A, consider the following options:
· Option 1. Set A is a CSI-RS/SSB resources set for prediction
· Option 2. Set A consists of a set of predicted values defined by the size of Set A (K1) provided by the CSI-ReportConfig, e.g., Set A consists of the predicted integer values from 0 to K1 – 1.
· The predicted Top K beam(s) from Set A and the corresponding predicted L1-RSRP if applicable are derived based on the channel measurement within Set B and the ordering of the resources within Set B.

On the top of the configuration of Set A and Set B, more information may be needed for UE to identify the proper model for inference and generate meaningful beam prediction result. This information may include: an association ID to identify the mapping or association of Set A and Set B. The association ID can be configured by NW and the associated ID can be reported to NW before the configuration e.g., via UE reporting or UE capability signaling.
A follow-up discussion point is whether the association ID can explicitly indicate the association between Set A and Set B. For example, if NW is not fully aware of AI/ML model (e.g., functionality-based LCM operation), the association ID correspond to association (e.g., spatial association) of Set A and Set B. The association includes the mapping and/or the spatial relation between the elements within Set A and the elements within Set B. This is very useful to help UE to identify the proper AI/ML model for model inference. Also, the association ID can represent the association between Set A and Set B in an implicit manner. For example, association ID corresponds to a particular deployment for Set A beams and Set B beams. UE implicitly obtain the mapping between association ID and the corresponding deployment via performance monitoring or model training procedure. For example, the association ID can be used not only for model inference but can also be used for other purpose, e.g., for model training and/or model inference. Based on performance monitoring or model training, NW can identify a workable deployment corresponding to an association ID. The association ID can then be configured to UE for model inference.
Proposal 8. To facilitate UE-side AI/ML model inference, support the configuration of association ID in a CSI-ReportConfig.
· [bookmark: _Hlk162979607]FFS: Whether the association ID is explicitly corresponding to the association between Set A and Set B.
· FFS: Whether the association ID can be used for other purpose, e.g., model training, model monitoring, etc.

	Agreement (RAN1#116bis)
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.



In terms of the reporting of UE-side model inference result, two options (i.e., option 1 and option 2) were agreed in RAN1#116bis. One remaining issue is how the top K predicted beam is reported. This issue is associated with the configuration of Set A. If a Set A consists of several SSB/CSI-RS resources, predicted SSBRI/CRI should be used as the predicted beam information for reporting. If a Set A is defined by the size of Set A (K1) and consists of K1 values for predicted beam, predicted beam indicator can be used as the predicted beam information for reporting.
Proposal 9. For UE-sided model, at least for BM-Case1, for the definition of the beam information on predicted Top K beam(s) among Set A, consider the following options:
· Option 1. The beam information is predicted SSBRI/CRI.
· Option 2. The beam information is predicted beam indicator.

Also, another remaining issue for UE-side model inference reporting is the definition of reported RSRP. In our view, the reported RSRP should be the predicted L1-RSRP for each of the predicted Top K beam(s).
Proposal 10. For UE-sided model inference, the definition of reported RSRP is the predicted L1-RSRP for each of the predicted Top K beam(s).

AI/ML model output is dependent on the type of the model. For classification-based model, each of the Set A beams corresponds to a probability. Typically, top-K beams are the beams with the highest probability values. For regression-based model, each of the Set A beams corresponds to a predicted L1-RSRP. Typically, top-K beams are determined based on the value of the corresponding predicted L1-RSRPs. 
For regression-based model, one remaining issue from the RAN1#116bis is whether probability information is reported. In our view, the probability information could also be useful since the probability can reflect beam prediction accuracy in some extend. Hence, apart from the report of K predicted beam, it is also preferable to report: the probabilities correspond to the K predicted beams. 
Proposal 11. For UE-sided model, at least for BM-Case1, for content in the report of inference results, support:
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam

For UE-side model inference, one remaining issue is the configuration and the maximum value of the number of predicted beam (i.e., K). In our view, K is configured by the corresponding CSI-ReportConfig and the maximum value of K is subject to UE capability.
Proposal 12. For UE-sided model inference, for the reporting of predicted Top K beam(s) among Set A, 
· K is configured by CSI-ReportConfig and the maximum configurable value of K is subject to UE capability.

For BM-Case2, the output of model inference can be associated with N (N≥1) time instances. UE can provide predicted beams for the associated time instances to gNB. This is beneficial for gNB to make decision based on the time information (e.g., dwelling time) of the predicted beam. For each of the N future time instances, similar content as BM-Case1 should reported. That is, for each of the N future time instances, the following two options should be supported: 1) Beam information on predicted Top K beam(s) among Set A; 2) Beam information on predicted Top K beam(s) among Set A and RSRP of predicted Top K beam(s) among Set A. Also, for the configuration/definition of the N time instance, the design principle for doppler domain CSI prediction introduced in Rel-18 can be reused as baseline.
Proposal 13. For UE-side AI/ML model inference, for BM-Case2, support CSI-ReportConfig to report predicted beams of N time instance(s) in one reporting instance
· For each of the N future time instance(s), support the reporting contents with following options:
· [bookmark: _Hlk162945281]Opt 1: Beam information on predicted Top K beam(s) among Set A
· Opt 2: Beam information on predicted Top K beam(s) among Set A and RSRP of predicted Top K beam(s) among Set A
· FFS: other options 
· FFS: The configuration/definition/determination of N time instance(s)

In the case that predicted L1-RSRP is reported, differential L1-RSRP reporting should be used as baseline for both BM-Case1 and BM-Case2 to reduce signaling overhead.
Proposal 14. For UE-side AI/ML model inference, support differential L1-RSRP reporting for predicted beams.

3.1.2 Beam indication based on the predicted beam
	Agreement (RAN1#116bis)
For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed



The beam indication aspect associated with UE-side AI/ML model was discussed in RAN1#116bis and unified TCI state framework is considered for further enhancement. 
After the reception of the reported predicted beams from UE, NW can provide beam indication based on the predicted beams. As there is a common understanding between UE and NW on Set A beams, the indication of Set A beams is possible. This can provide finer beam granularity in terms of beam indication.
Proposal 15. For UE-side AI/ML model, support beam indication for Set A beams.

3.2 Performance monitoring
	For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 
-	Benchmark/reference for the performance comparison, including: 
-	Alt.1: The best beam(s) obtained by measuring beams of a set indicated by gNB (e.g., Beams from Set A)
-	Alt.4: Measurements of the predicted best beam(s) corresponding to model output (e.g., Comparison between actual L1-RSRP and predicted RSRP of predicted Top-1/K Beams)
-	Signalling/configuration/measurement/report for model monitoring, e.g., signalling aspects related to assistance information (if supported), Reference signals
For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-  Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-  Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-  Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable
For data collection, model transfer/delivery, and function-to-entity mapping analysis, various scenarios unfold when the data generation and termination entities differ. For instance, for:
· Management:
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the UE when the monitoring resides within the UE.
· For UE-side model, the model/functionality control (e.g., selection, (de)activation, switching, fallback, etc.) may be performed by the gNB when the monitoring resides within the gNB or UE.
· Monitoring:
· The UE monitors the performance of its UE-side model.
· For monitoring at the network side of UE-side model, the UE can generate, if needed, calculated performance metrics or data required for performance metric calculation, while the termination point for these is the gNB.
· For network-side model, the monitoring resides within the gNB. 



The performance monitoring for UE-side AI/ML model was studied and the corresponding outcome are captured in TR 38.843 as above. In the following, discussions are provided from the perspective of performance metrics, different types of performance monitoring.
Performance metric(s)
In SI phase, four different alternatives were identified for performance metrics. Alt-1 and Alt-4 are the metrics based on the comparison between measured beam result and the beam prediction result (e.g., beam ID and/or L1-RSRP). These performance metrics can be obtained by UE or network via Set A and/or Set B measurement. In terms of Alt-2, the comparison between the link quality based on measurement beam and the link quality based on predicted beam should be performed. However, to what extend that the link quality KPIs can reflect the accuracy of AI/ML model prediction should be further considered. For Alt-3, the performance monitoring result is depending on the input/output of AI/ML model, which can reflect the intrinsic nature of AI/ML model in terms of whether the model is working or not.
Proposal 16. For performance monitoring of AI/ML model, Alt-1, Alt-3 and Alt-4 can be considered as the performance metric(s).

Views on different types of performance monitoring
As captured in TR 38.843, there are generally two types of performance monitoring, where type 1 is NW to control LCM operation of UE-side model and type 2 is UE to control the LCM operation. In general, we are supportive of both types of performance monitoring. For option 1 of type 1 performance monitoring, the request, measurement or reporting mechanism for UE-side AI/ML model inference can be reused as much as possible to ensure/monitor the performance of UE-side AI/ML model. For option 2 of type 1 performance monitoring, pre-configured conditions (e.g., the upper/lower-bound benchmark) can be configured to obtain the performance gap between AI/ML model-based method and non-AI/ML model-based method. Predefined rules can be used to disable/enable the functionality/model for AI/ML based beam management.
For type 2 performance monitoring, LCM operation is mostly up to UE implementation. For the signaling exchange between UE and NW (e.g., for requesting or configuring performance monitoring) the request, measurement and/or reporting mechanism for UE-side AI/ML model inference can be reused as much as possible.
Proposal 17. For UE-side AI/ML model, support both Type 1 performance monitoring and Type 2 performance monitoring.
For Type 2 performance monitoring, in case that NW is not fully aware of the details of AI/ML model (e.g., functionality-based LCM operation), it is necessary for UE to send information for the supported/preferred association ID for model inference. For example, the detail discussion on association ID can refer to the related discussion in UE-side model inference. The association ID could be very useful for NW configuration of RS resources for the subsequent model inference. Along with the transmission of association ID, other information can be also considered to be transmitted. For example, time domain information can also be provided to facilitate the beam predication for BM-Case2.
Proposal 18. For Type 2 performance monitoring, support UE to send information with supported/preferred association ID for model inference.
· FFS: Whether the association ID is explicitly corresponding to the association between Set A and Set B.
· FFS: Other information along with the transmission of the association ID.

[bookmark: _Hlk158554277]3.3 On the consistency between training and inference
	For an AI/ML-enabled feature/FG, additional conditions refer to any aspects that are assumed for the training of the model but are not a part of UE capability for the AI/ML-enabled feature/FG. It does not imply that additional conditions are necessarily specified. Additional conditions can be divided into two categories: NW-side additional conditions and UE-side additional conditions. Note: whether specification impact is needed is a separate discussion. 
For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: the possibility that different approaches can achieve the same function is not denied
For BM-Case1 and BM-Case2 with a UE-side AI/ML model, the necessity and potential BM-specific conditions/additional conditions for functionality(ies) and/or model(s) are considered at least from the following aspects:
· information regarding model inference
· Set A / Set B configuration
· performance monitoring
· data collection
· assistance information



For inference for UE-side model, the aspects related to ensure consistency between training and inference regarding NW-side additional conditions are captured in TR 38.843 as above.
From beam management perspective, the consistency between training and inference includes the consistency of beam book and the consistency of indexing/mapping of Set A and Set B. There are several methods provided in SI phase for resolving this issue. However, one potential solution to address the consistency issue is to use association ID across LCM operation (e.g., model training, model inference and performance monitoring).
Proposal 19. For UE-side AI/ML model, consider the use of association ID across LCM operation to ensure consistency.

4 Conclusion
The observations and proposals made in this contribution are summarized below.
Proposal 1. For NW-side AI/ML model data collection for training, support at least the following as data collection content:
· L1-RSRP(s) for all beam(s) of Set B
· L1-RSRP(s) for all beam(s) of Set A
· Top-K Beam ID(s) for Set A
· Related timestamp
· The information to facilitate model training (FFS details)
Proposal 2. For NW-side AI/ML model data collection for training, at least support the enhancement to use high layer signaling to convey data collection content.
Proposal 3. For NW-side AI/ML model inference, for CSI-ReportConfig with the measurements for more than 4 beams in one reporting instance
· Support differential L1-RSRP reporting
· Support CRI/SSBRI omission in case of the number of reported beam(s) is the same as the number of resources within the set for channel measurement
· FFS: Whether to support new quantization method
Proposal 4. For NW-side AI/ML model inference, for CSI-ReportConfig with the measurements for more than 4 beams in one reporting instance, consider the applicability of the following report quantity:
· 'cri-RSRP', 'ssb-Index-RSRP', 'cri-RSRP-Index', 'ssb-Index-RSRP-Index'.
Proposal 5. For NW-side AI/ML model inference, support CSI-ReportConfig with measurements for each of multiple past time instances in one reporting instance.
· FFS: How to identified the multiple past time instances
· FFS: The support of P/SP/AP reporting
Proposal 6. Support single beam indication for multiple future time instances using unified TCI framework.
Proposal 7. For UE-side AI/ML model inference, for a CSI-ReportConfig, support the following:
· The configuration of Set A and Set B, where Set A is for prediction and Set B is a CSI-RS/SSB resource set for channel measurement.
· Set B can be periodic, semi-persistent or aperiodic.
· FFS: For BM-Case2, the configuration of aperiodic Set B to facilitate measurements for multiple past time instance.
· FFS: configuration details of Set A, consider the following options:
· Option 1. Set A is a CSI-RS/SSB resources set for prediction
· Option 2. Set A consists of a set of predicted values defined by the size of Set A (K1) provided by the CSI-ReportConfig, e.g., Set A consists of the predicted integer values from 0 to K1 – 1.
· The predicted Top K beam(s) from Set A and the corresponding predicted L1-RSRP if applicable are derived based on the channel measurement within Set B and the ordering of the resources within Set B.
Proposal 8. To facilitate UE-side AI/ML model inference, support the configuration of association ID in a CSI-ReportConfig.
· FFS: Whether the association ID is explicitly corresponding to the association between Set A and Set B.
· FFS: Whether the association ID can be used for other purpose, e.g., model training, model monitoring, etc.
Proposal 9. For UE-sided model, at least for BM-Case1, for the definition of the beam information on predicted Top K beam(s) among Set A, consider the following options:
· Option 1. The beam information is predicted SSBRI/CRI.
· Option 2. The beam information is predicted beam indicator.
Proposal 10. For UE-sided model inference, the definition of reported RSRP is the predicted L1-RSRP for each of the predicted Top K beam(s).
Proposal 11. For UE-sided model, at least for BM-Case1, for content in the report of inference results, support:
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
Proposal 12. For UE-sided model inference, for the reporting of predicted Top K beam(s) among Set A, 
· K is configured by CSI-ReportConfig and the maximum configurable value of K is subject to UE capability.
Proposal 13. For UE-side AI/ML model inference, for BM-Case2, support CSI-ReportConfig to report predicted beams of N time instance(s) in one reporting instance
· For each of the N future time instance(s), support the reporting contents with following options:
· Opt 1: Beam information on predicted Top K beam(s) among Set A
· Opt 2: Beam information on predicted Top K beam(s) among Set A and RSRP of predicted Top K beam(s) among Set A
· FFS: other options 
· FFS: The configuration/definition/determination of N time instance(s)
Proposal 14. For UE-side AI/ML model inference, support differential L1-RSRP reporting for predicted beams.
Proposal 15. For UE-side AI/ML model, support beam indication for Set A beams.
Proposal 16. For performance monitoring of AI/ML model, Alt-1, Alt-3 and Alt-4 can be considered as the performance metric(s).
Proposal 17. For UE-side AI/ML model, support both Type 1 performance monitoring and Type 2 performance monitoring.
Proposal 18. For Type 2 performance monitoring, support UE to send information with supported/preferred association ID for model inference.
· FFS: Whether the association ID is explicitly corresponding to the association between Set A and Set B.
· FFS: Other information along with the transmission of the association ID.
Proposal 19. For UE-side AI/ML model, consider the use of association ID across LCM operation to ensure consistency.
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