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1. [bookmark: _Ref521334010]Introduction
In RAN #102 meeting, study CSI feedback enhancement with checkpoints in RAN#105 (Sept ’24) was approved in the WID for Rel-19 AI/ML for NR air interface [1]. The study objectives for CSI compression are: 
	· Improve trade-off between performance and complexity/overhead
· e.g., considering extending the spatial/frequency compression to spatial/temporal/frequency compression, cell/site specific models, CSI compression plus prediction (compared to Rel-18 non-AI/ML based approach), etc.
· Alleviate/resolve issues related to inter-vendor training collaboration.
While addressing other aspects requiring further study/conclusion as captured in the conclusions section of the TR 38.843. 


In RAN1 #116 meeting, the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, and possible approaches to improve performance of AI/ML-based CSI compression using two-sided model as well as their EVMs were discussed, and the following agreements were achieved [2]:
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.
Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.
Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:
· Performance of the localized model that has similar or lower complexity as the benchmark model.
· Model complexity of the localized model that achieves similar or better performance as the benchmark model.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.
Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.
Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.
Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.
Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.
Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.


In this contribution, approaches to improve trade-off between performance and complexity/overhead, the issues on alleviate/resolve issues related to inter-vendor training collaboration, and other aspects captured in Rel-18 TR 38.843 which requires further study/conclusion are discussed.
2. Discussion
2.1. [bookmark: _Ref162812071]Performance-complexity/overhead trade-off improvements
In RAN1#116 meeting, different cases of AI/ML-based CSI compression leveraging temporal domain have been analyzed. Apart from Case 0, the spatial-frequency domain CSI compression that has already been extensively studied in Rel-18, 5 new cases have been categorized for study. Three of them (Case 1/2/5) target the present slots for CSI report generation, i.e., no CSI prediction feature included, while the other two cases (Case 3/4) aim at compressing future slot(s) to generate CSI report, hence CSI prediction is also needed.
Cases targeting the present slot: For Case 1, only UE uses past CSI information at CSI generation part to create the CSI report. Due to time correlation for channel, past CSI information can be used to better compress the current CSI. In addition, past information can also be used for stationary noise extraction. Therefore, better compression of current CSI might be achieved.
For Case 5, in contrast with Case 1, only the NW uses past CSI information at CSI reconstruction part to recover the information in the CSI report. The aforementioned past information refers to the information retrieved from previously received CSI report. Similar to Case 1, temporal correlation can be leveraged to better decode the current CSI.
For Case 2, which uses past CSI information at both UE CSI generation part and NW CSI reconstruction part, is a combination of Case 1 and Case 5. As past CSI information is applied at both sides, better performance for AI/ML-based CSI compression is expected. Therefore, if current CSI slot is targeted, we prefer to study Case 2 for temporal domain aspects of CSI compression.
[bookmark: _Ref163030715]Proposal 1: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, if current CSI slot is targeted, Case 2 is prioritized for study.
 Cases targeting the future slot(s): For Case 3, UE uses past CSI information to predict the future CSI. The future CSI, which represents either the CSI for a single instant or the CSI for multiple instants, is compressed and sent in one CSI report.  At the NW side for the CSI decoding, no past CSI information is utilized. As is agreed in RAN1 #116 meeting, either jointly or separately design for CSI prediction and CSI compression can be assumed. We prefer separate CSI prediction and compression model design because additional specification impact analysis on a joint design is further needed, while the specification impact analysis already conducted in Rel-18 for CSI compression and CSI prediction can be largely reused if separate and cascading models are assumed. In addition, as is already agreed in RAN1# 116 meeting, the CSI prediction can be either legacy non-AI based or AI/ML based. Considering whether the CSI for a single instant or the CSI for multiple instants is targeted and whether the UE CSI generation part exploits past CSI information or not, Case 3 can be further decoupled into the following sub-options:
· Case 3-1: target CSI is the CSI for a future instant
· Case 3-1a: CSI generation part without past CSI information 
· Case 3-1b: CSI generation part with past CSI information
· Case 3-2: target CSI is the CSI for multiple future instants
· Case 3-2a: CSI generation part without past CSI information 
· Case 3-2b: CSI generation part with past CSI information
By definition, Case 3 will not exploit past CSI information at NW side, in another word, the CSI reconstruction part will not use past CSI information, either. For Case 3-1a, the CSI generation part will not use past CSI information. Therefore, if only consider cascading CSI prediction plus CSI compression, Case 3-1a is almost equivalent to CSI prediction (for one future instant) plus Case 0 CSI compression. From the context of CSI compression, the difference of Case 0 and Case 3-1a is that Case 0 targets current CSI slot but Case 3-1a targets the CSI for a future slot.
For Case 3-1b, the CSI generation part will exploit past CSI information while the CSI reconstruction part will not exploit such information. Therefore, if only consider cascading CSI prediction plus CSI compression, Case 3-1b is almost equivalent to CSI prediction (for one future instant) plus Case 1 CSI compression. From the context of CSI compression, the difference of Case 1 and Case 3-1b is that Case 1 targets current CSI slot but Case 3-1b targets the CSI for a future slot.
For Case 3-2a, neither the CSI generation part nor the CSI reconstruction part will exploit past CSI information. The CSI compression part in Case 3-2a can be seen as an extension of Case 0 CSI compression with the CSI for multiple future instants co-compressed/co-recovered simultaneously. 
For Case 3-2b, the CSI generation part will exploit past CSI information to co-compress multiple future instants CSI while the CSI reconstruction part will not exploit past CSI information. Therefore, the CSI compression part in Case 3-2b is an extension of Case 1 CSI compression, which take the CSI for multiple future instants as input and output.
[bookmark: _Ref163045844]Proposal 2: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, separate CSI prediction and CSI compression model is prioritized for Case 3 and 4.
[bookmark: _Ref163045847]Proposal 3: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, considering the following sub-cases for Case 3:
· Case 3-1: target CSI is the CSI for a future instant
· Case 3-1a: CSI generation part without past CSI information (CSI prediction+ Case 0)
· Case 3-1b: CSI generation part with past CSI information (CSI prediction+ Case 1)
· Case 3-2: target CSI is the CSI for multiple future instants
· Case 3-2a: CSI generation part without past CSI information (CSI prediction+ Case 0 multiple slots extension)
· Case 3-2b: CSI generation part with past CSI information (CSI prediction+ Case 1 multiple slots extension)
For Case 4, both UE CSI generation part and NW CSI reconstruction part use past CSI information to co-compress and co-recover the future CSI slot(s). Similar to Case 3, considering whether the CSI for a single future instant or the CSI for multiple future instants is targeted and whether the UE CSI generation part exploits past CSI information or not, Case 4 can be further decoupled into the following sub-options:
· Case 4-1: target CSI is the CSI for a future instant
· Case 4-1a: CSI generation part without past CSI information 
· Case 4-1b: CSI generation part with past CSI information
· Case 4-2: target CSI is the CSI for multiple future instants
· Case 4-2a: CSI generation part without past CSI information 
· Case 4-2b: CSI generation part with past CSI information
For Case 4-1a, the CSI generation part will not use past CSI information but the CSI reconstruction part will use such information. Therefore, if only consider cascading CSI prediction plus CSI compression, Case 4-1a is almost equivalent to CSI prediction (for a future instant) plus Case 5 CSI compression. From the context of CSI compression, the difference of Case 5 and Case 4-1a is that Case 5 targets current CSI slot but Case 4-1a targets the CSI for a future slot.
For Case 4-1b, both the CSI generation and reconstruction part will exploit past CSI information. Therefore, if only consider cascading CSI prediction plus CSI compression, Case 4-1b is almost equivalent to CSI prediction (for a future instant) plus Case 2 CSI compression. From the context of CSI compression, the difference of Case 2 and Case 4-1b is that Case 2 targets current CSI slot but Case 4-1b targets the CSI for a future slot.
For Case 4-2a, the CSI generation part will not exploit past CSI information while the CSI reconstruction part will exploit past CSI information. Therefore, the CSI compression part in Case 4-2a is an extension of Case 5 CSI compression, with the CSI for multiple instants is co-compressed/co-recovered simultaneously. 
For Case 4-2b, both the CSI generation and reconstruction part will exploit past CSI information to co-compress the CSI for multiple instants. Therefore, the CSI compression part in Case 4-2b is an extension of Case 2 CSI compression to have CSI for multiple instants as input and output.
[bookmark: _Ref163045851]Proposal 4: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, considering the following sub-cases for Case 4:
· Case 4-1: target CSI is the CSI for a future instant
· Case 4-1a: CSI generation part without past CSI information (CSI prediction+ Case 5)
· Case 4-1b: CSI generation part with past CSI information (CSI prediction+ Case 2)
· Case 4-2: target CSI is the CSI for multiple future instants
· Case 4-2a: CSI generation part without past CSI information (CSI prediction+ Case 5 multiple slots extension)
· Case 4-2b: CSI generation part with past CSI information (CSI prediction+ Case 2 multiple slots extension)
[bookmark: _Ref163045855]For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, if future CSI slot(s) is (are) targeted, the impact of AI/ML-based CSI compression on CSI prediction plus CSI compression should be analyzed. CSI prediction should not be the bottleneck for the overall performance. Therefore, ideal CSI prediction can be used as benchmark.
Proposal 5: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, if future CSI slot(s) is (are) targeted, focus on cases with CSI compression part having a major impact on the overall performance. The CSI prediction should not be the bottleneck and ideal CSI prediction can be assumed.
Study on Case 2 of temporal domain aspects of AI/ML-based CSI compression 
Case 2 is a natural extension of Rel-18 spatial-frequency domain CSI compression to leverage temporal domain past CSI information at both UE and NW side. It can improve the performance of CSI compression with historical information stored from previous times. By leveraging historical information, the accuracy of CSI compression feedback can be improved or the cost of CSI compression feedback can be reduced while maintaining the same accuracy as previous spatial-frequency-domain (SF) CSI compression model. The structure of an example model for Case 2 is shown in Figure 1, which is called ConvCsiFormer. The model input first passes through a convolutional long short-term memory module, which focuses on learning the temporal correlation of the input and transforming the fully connected layer in LSTM into a convolutional layer.
[image: ]
[bookmark: _Ref162990874]Figure 1. The structure of ConvCsiFormer
ConvCsiFormer adopts a cascaded structure of convolutional long short-term memory and Transformer. The compressed bits output by the Transformer and Fully Connected (FC) layers are quantized and fed into the decoder for dequantization. The decoder adopts a structure that is completely symmetrical to the encoder. The input type for ConvCsiFormer is eigenvector. In the evaluation, we have adopted the number of subbands as 12 and the number of antenna ports as 32. Therefore, the tensor of the model input is [Nc, Nt]=[12,32]. Furthermore, the input dimension of ConvLSTM is [T, Nc, Nt], where T is the number of CSIs to learn the temporal correlation. 
The performance of the ConvCsiFormer in Figure 1 is evaluated, with the initial simulation results provided below. 
Intermediate KPI performance result: Preliminary intermediate performance evaluation results are shown in Fig. 2, with corresponding simulation parameters for ConvCsiFormer provided in Table 1. Other simulation assumptions are the same as those agreed in Rel-18 CSI compression study.
Table 1. Simulation parameters for ConvCsiFormer
	Sampling frequency
	5ms

	Quantization bits
	2

	ConvLSTM cell number
	3

	Hidden size
	5,10,20

	Kennel size
	(3,3)

	Batch size
	256

	Epoch
	100

	Loss function
	MSE


It can be observed from the results that compared to SF CSI compression and Rel-16 eType II codebook based CSI feedback, obvious SGCS performance gain can be achieved by ConvCsiFormer.
  
Figure 2. Intermediate KPI performance comparison of temporal-spatial-frequency-domain CSI compression, spatial-frequency-domain CSI compression, and Rel-16 eType II codebook based CSI feedback
[bookmark: _Ref158309809][bookmark: _Ref163045711]Observation 1: Compared to spatial-frequency-domain CSI compression and Rel-16 eType II codebook based CSI feedback, obvious SGCS performance gain of 4.06%~ 8.1% can be achieved with temporal-spatial-frequency-domain CSI compression.
Localized model based CSI compression
In RAN1#116meeting, two options to model the spatial correlation in the dataset for a local region were agreed. The first option is a cell-specific model that applies spatial consistency modeling method in TR 38.901. The second option is a scenario/configuration-specific model that utilizes a dedicated scenario/configuration to generate the dataset for a local region. Although some companies have provided evaluations to justify the performance enhancement of localized model based CSI compression, localized model based CSI compression still has some drawbacks which might render such approach non-implementable in the real system.
For option 1, the performance is highly dependent on the quality of the associated dataset. Applying the spatial consistency model in TR 38.901 can indeed capture channel spatial correlation in the local region and potentially lead to better performance. However, there is always a time gap between the model training and inference phase in the real system. In another word, the spatial correlation is degraded due to such time gap. Since offline training is generally considered in AI/ML-based CSI compression, the time scale for such gap is quite large and such de-correlation cannot be neglected. Therefore, a correct model for the spatial consistency with temporal lagging between training and inference phase should be considered, otherwise the performance for cell-specific model can be exaggerated. The second problem for the cell-specific localized model is related to the training. Since such model aims at exploiting the localized channel characteristics for the model design, model training at the gNB side seems to be a more natural approach. Considering the fact that UEs are nomadic and reside in different cells from different gNBs at different time instants, huge amount of preliminary inter-vendor collaboration efforts are needed. If the cell-specific localized model is trained by UE, gNB might need to maintain multiple models from different UE vendors, which is an unbearable operational/maintenance expenses for the gNB vendor. 
For option 2, the first problem is the training dataset acquisition for the scenario/configuration-specific model training. If the model is scenario-specific, unlike in simulations where we can assume a channel scenario such as UMa or UMi for dataset generation and training, how to define a scenario and aggregate the dataset under the said scenario is still unclear. If the model is configuration-specific, some configurations such as TXRU mapping or antenna configurations are easy for gNB to identify, but some configurations such as UE distribution and LOS/NLOS ratio are quite difficult to identify in a realistic deployment. Therefore, how to gather dataset under predefined configuration and how to indicate UE to adopt a specific configuration related model is still not clear. The second problem for the configuration-specific model is that the configuration related information is somehow sensitive and private information for both gNB and UE vendors. For configuration-specific model training, it is inevitable to require either gNB or UE to reveal certain level of configuration-specific information so as to properly categorize and aggregate the datasets. Although pseudonymization can be used to protect private configuration information, more inter-vendor collaboration efforts will be needed.
[bookmark: _GoBack]In addition, there exists a common problem for both option 1 and option 2 regarding the LCM of localized model. Since the model is trained in a cell/configuration-specific manner to capture the dedicated dataset distribution in a local region, the generalization performance of such model is quite limited. In such a case, frequent model switching/update might be needed, but when to switch/update the AI/ML model at UE side may be difficult to decide.  When the scenario or configuration is changed, performance degradation will be observed if the model switch/update is untimely.
[bookmark: _Ref163047507]Observation 2: Evaluation methodology and modeling method to ensure the temporal variation induced de-correlation between training and inference dataset distribution should be aligned firstly for localized model based CSI compression.
Complexity/overhead reductions for AI/ML based CSI compression
In Rel-18, model complexity in terms of FLOPs and number of parameters was analyzed. The FLOPS of CSI generation (reconstruction) models scattered between 10M to 800 M (10M to 1100 M), respectively. The number of parameters in CSI generation (reconstruction) models varied between 1M to 13 M (1M to 17 M), respectively [3]. One reason for the scattered complexity distribution is that companies focused more on the model performance and the model complexity optimization was not the priority in Rel-18 study.
To reduce the complexity/overhead for AI/ML based CSI compression, many state-of-the-art techniques in Machine Learning exist. Neural network compression, network pruning, network quantization and knowledge distillation can be used to obtain a more compact new model with comparable performance. These approaches are implementation specific and have little specification impact. 
[bookmark: _Ref158309759][bookmark: _Ref163045724]Observation 3: There are many state-of-the-art techniques in Machine Learning for complexity reduction that can be applied to AI/ML based CSI compression. These approaches are implementation specific and have little specification impact.
Suggestion on evaluation result collection template
To capture the evaluation results of temporal domain aspects of AI/ML-based CSI compression in Rel-19, table 1 in Rel-18 CSI compression study can be considered as a starting point. It is our view that one table to capture temporal domain aspects of AI/ML-based CSI compression with Type 1 joint training and without generalization or scalability can be considered as a starting point. Regarding the benchmark scheme, as agreed in RAN1#116 meeting, for cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study. For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback. In addition, if cascading CSI prediction plus compression is considered, one additional benchmark with idea prediction should be added in the table.
In addition, because the availability, quantity and quality of temporal information are crucial for evaluating the temporal domain aspects of AI/ML-based CSI compression in Rel-19, companies should report UE speed, UE distribution and realistic channel estimation error modeling in the common description. For cases that exploit past CSI information, observation window configurations such as number of CSI instants and time gaps between CSI instants should be reported. For cases with prediction, prediction window configurations such as number of CSI instants and time gaps between CSI instants should be reported.  
Considering the limited time budget before the checkpoints in RAN#105 (Sept ’24), we think that evaluations for model scalability, multi-vendor joint training or separate training should be deprioritized. The focus should be on validating performance enhancement for temporal domain aspects of AI/ML-based CSI compression and associating temporal information configuration regime that facilitates such performance enhancement over Rel-18 spatial temporal domain CSI compression.
[bookmark: _Ref163045862]Proposal 6: For the evaluation result template to capture the results of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, similar table as table 1 in Rel-18 CSI compression can be considered,
· The focus should be on validating performance enhancement for temporal domain aspects of AI/ML-based CSI compression and associating temporal information configuration regime that facilitates such performance enhancement over Rel-18 spatial temporal domain CSI compression. 
· Companies should report UE speed, UE distribution, realistic channel estimation error modeling, and observation/prediction window configuration, if applicable. 
· Evaluation result template to capture model scalability, multi-vendor joint training or separate training should be deprioritized.
2.2. Inter-vendor collaboration
In RAN1 #116 meeting, to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following five options were agreed to be studied 
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
For Option 1, there are three sub-options:
· Option 1-1: Fully standardized a reference model of CSI generation part
· Option 1-2: Fully standardized a reference model of CSI reconstruction part
· Option 1-3: Fully standardized a pair of reference models of (CSI reconstruction part, CSI reconstruction part)
The three sub-options are similar in terms of feasible, inter-vendor collaboration complexity and interoperability and RAN4 / testing related aspects. 
Inter-vendor collaboration complexity: For Option 1, to get an executable model, the side with fully standardized reference model can compiling and/or testing the reference model, and the side without specified reference model can train a corresponding model based on the specified reference model. Then the issue of inter-vendor training collaboration can be alleviated. Take Option 1-1 as an example, offline compiling and/or testing of the CSI generation part reference model can be applied at UE, and then running the CSI generation part at UE is feasible. Based on the standardized reference model of CSI generation part, the NW side can train a corresponding CSI reconstruction part. Then the pair of models for AI/ML-based CSI compression can be obtained without inter-vendor collaboration. 
Performance: The performance of Option 1 is limited to the reference model. For a given scenario/configuration, the performance is damaged as the reference model is more likely to be a generalization model which can be applied to multiple configurations. Compared to CSI generation part, the quality of CSI reconstruction part has a greater impact on the performance of the AI/ML-based CSI compression using two-sided model, therefore the performance comparison of the three sub-options of Option 1 is expected to be: Option 1-1 > Option 1-2 > Option 1-3.
Interoperability and RAN4 / testing related aspects: As at least AI/ML model at one side is fully standardized, it is easy to carry out RAN4 tests. For Option 1-2 and Option 1-3, the standardized reference model for CSI reconstruction part can be used to testing the performance of UE. For Option 1-1, since there is a standardized reference model for CSI generation part, it is feasible to define a reference CSI reconstruction part for RAN4 test, and the performance of UE can be tested accordingly. 
Feasibility: In principle, Option 1 is a feasible solution to solve the inter-vendor training collaboration issues of AI/ML-based CSI compression using two-sided model. However, the specification effort of Option 1 can be quite large. As various scenarios and configurations require various AI/ML model, and various state-of-the-art candidate model structures can be considered, it would be quite challenging to make decision on which model are standardized. Besides, with the developing of techniques in Machine Learning, advanced model structures would emerge in time. In order to take advantage of the development of techniques in Machine Learning, new reference models should be standardized regularly. As time goes on, more and more reference models would be standardized, and the complexity of model management would increase.
[bookmark: _Ref163045728]Observation 4: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 1(Fully standardized reference model (structure + parameters)):
· There are three sub-options:
· Option 1-1: Fully standardized a reference model of CSI generation part;
· Option 1-2: Fully standardized a reference model of CSI reconstruction part;
· Option 1-3: Fully standardized a pair of reference models of (CSI reconstruction part, CSI reconstruction part).
· Inter-vendor collaboration complexity: Low complexity or no inter-vendor collaboration.
· Performance: The performance of Option 1 is limited to the reference model. For the three sub-options, the performance is expected to be Option 1-1 > Option 1-2 > Option 1-3.
· Interoperability and RAN4 / testing related aspects: Good interoperability and easy to carry out RAN4 tests.
· Feasibility: Feasible, but requires great specification efforts, e.g.,  hard to make decision on how many and which model is standardized, new models should be standardized regularly to take advantage of development of techniques in Machine Learning or due to more scenarios are considered. 
For Option 2, both UE side and NW side can train the AI/ML model based on the dataset separately. A question is which content a sample of the dataset includes. As different devices can choose different model structures and parameters, without model transfer/standardized model, even if the UE side and NW side trains CSI generation part and CSI reconstruction part based on the same dataset with each sample including a ground truth CSI, the CSI generation part at the UE side and the CSI reconstruction part at the NW side can hardly work together. Therefore it is our view that a sample of dataset should include a pair of assumed input and output of CSI generation part and/or a pair of assumed input and output of CSI reconstruction part. Then the dataset in Option 2 can be derived by a reference model of CSI generation part and/or a reference model of CSI reconstruction part, and Option 2 can be quiet similar as Option 1 in terms of feasible, performance, inter-vendor collaboration complexity and interoperability and RAN4 / testing related aspects. It should be noted that standardize dataset can be more challenging than standardize reference model. This is because 1) different scenarios and configurations can generate different data samples, whether different dataset for different scenarios and configurations should be standardized should be studied; 2) as a dataset is generated by a reference model, whether one or more reference models are considered for a given scenario and configuration should be considered.
[bookmark: _Ref163045732]Observation 5: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 2(Standardized dataset):
· A sample of the dataset include a pair of assumed input and output of CSI generation part and/or a pair of assumed input and output of CSI reconstruction part.
· Inter-vendor collaboration complexity: Low complexity or no inter-vendor collaboration.
· Performance: Limited to the dataset. Similar as Option 1.
· Interoperability and RAN4 / testing related aspects: Good interoperability and easy to carry out RAN4 tests.
· Feasibility: Feasible, but requires great specification efforts (maybe larger than Option 1), e.g.,  hard to make decision on how many and which dataset is standardized, new models should be standardized regularly to take advantage of development of techniques in Machine Learning or due to more scenarios are considered. 
For Option 3, the parameters of reference model are not standardized, so it can be seen as the solution with model transfer under the condition that model structure is known. Due to the flexibility of parameter configuration, option 3 is more flexible compared to Option 1 and Option 2, and is expected to have better performance than Option 1/Option 2. For Option 3, if the parameters of models are exchanged between NW-side and UE-side offline, inter-vendor collaboration is needed. If the parameters of models are transferred between UE and gNB through standardized signaling, compared to model transfer, the issues of inter-vendor collaboration complexity can be alleviated. There are several sub-options for Option 3 with standardized signaling:
· Option 3a: Parameters are transferred between NW-side/UE-side servers using standardized signaling.
· Option 3a-1: CSI generation part parameters from NW-side server to UE-side server.
· Option 3a-2: CSI reconstruction part parameters from UE-side server to NW-side server.
· Option 3b: Parameters are transferred over-the-air using standardized air-interface signaling.
· Option 3b-1: Model parameters/Model transfer/delivery of CSI generation part from NW to UE.
· Option 3b-2: Model parameters/Model transfer/delivery of CSI reconstruction part from UE to NW.
Compared to other solutions, lots of additional issues need to be considered if NW-side and UE-side severs are introduced to the system, including the role the NW-side and UE side servers play (e.g., which responsibility should the server takes), how does the UE/gNB communicate with the UE side/NW side server, the signalling between UE side and NW side serves, etc. Therefore, solutions with UE-side/NW-side server involved are not preferred. We suggest to only consider parameters exchange between UE and gNB using standardized air-interface signalling in Rel-19. 
In general, the following can be observed for Option 3 with model parameters exchange between UE and gNB:
Inter-vendor collaboration complexity: If parameters transfer through the over-the-air signaling is considered, the complexity of inter-vendor collaboration is low. 
Performance: Due to the flexibility of model parameters, the performance of Option 3 is expected to be better than Option 1/Option 2.
Interoperability and RAN4 / testing related aspects: As the parameters of AI/ML model is not standardized, the interoperability of Option 3 is poorer than Option 1/2. In order to carry out RAN4 testing, specify a reference model as in Option 1 maybe needed. 
Feasibility: For the devices capable of updating parameters for a given model structure, Option 3 is feasible. From the view of model design, the specification effort of Option 3 is expected to be lower than Option 1/2 since only reference model structure is standardized. If parameter exchange through over-the-air signaling is considered, how to exchange the parameters in an format that both UE and gNB can support should be studied. 
[bookmark: _Ref163045735]Observation 6: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 3(Standardized reference model structure + Parameter exchange between NW-side and UE-side):
· Inter-vendor collaboration complexity: Low if model parameters transfer/model transfer using over-the-air signalling is considered. High if offline model parameters transfer/model transfer is considered.
· Performance: Limited to the model structure. Better than Option 1/Option 2.
· Interoperability and RAN4 / testing related aspects: Poor interoperability. To carry out RAN4 tests, fully standardize a reference model for RAN4 test maybe needed.
· Feasibility: Feasible for the devices capable of updating parameters for the model. From the view of model design, the specification effort of Option 3 is expected to be lower than Option 1/2.
Option 4 is more flexible than Option 2, due to the contents of dataset are not fully standardized. Similar as Option 2, each sample in the dataset is expected to include a pair of assumed input and output of CSI generation part and/or a pair of assumed input and output of CSI reconstruction part. 
For Option 4, dataset transfer is needed. As the model used to generate dataset is up to NW-side/UE-side’s implementation, compared to Option 3, more flexibility can be achieved by Option 4, and the performance of Option 4 is expected to be better than Option 3. Compared to standardize reference model structure, it is also easier to standardize data/dataset format. Besides, updating data/dataset format is needed only when more configurations are supported for MIMO. Therefore the complexity on specification maintenance for Option 4 is less than other options.
Similar to the discussion in Option 3, we prefer not to consider solutions with NW-side and/or UE-side vendors involved.
In general, we can have the following observations on Option 4 with dataset exchange between UE and gNB:
Inter-vendor collaboration complexity: If dataset transfer through the over-the-air signaling is considered, the complexity of inter-vendor collaboration is low. 
Performance: Due to the flexibility of dataset generation, the performance of Option 4 is expected to be better than Option 1/Option 2/Option 3.
Interoperability and RAN4 / testing related aspects: As the dataset is not fully standardized, the interoperability of Option 4 is poor. In order to carry out RAN4 testing, specify a reference model as in Option 1 maybe needed. 
Feasibility: The feasible of Option 4 depends on the feasible of dataset transfer. The specification effort on specifying dataset format is low. 
[bookmark: _Ref163045740]Observation 7: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 4(Standardized data / dataset format + Dataset exchange between NW-side and UE-side):
· Inter-vendor collaboration complexity: Low if dataset transfer through the over-the-air signaling is considered. High if offline dataset transfer is considered. High if offline model parameters transfer/model transfer is considered.
· Performance: Better than Option 1/Option 2/Option 3.
· Interoperability and RAN4 / testing related aspects: Poor interoperability. To carry out RAN4 tests, fully standardize a reference model for RAN4 test maybe needed.
· Feasibility: The feasibility depends on the feasibility of dataset transfer. The specification effort on specifying dataset format is low.
Option 5 is the solution with model transfer under the condition that model format is known. Option 5 and Option 3 have lots of similarity on performance, inter-vendor collaboration complexity and interoperability and RAN4 / testing related aspects. Compared to Option 3, Option 5 is more flexible because the model structure is not standardized. Therefore, Option 5 is expected to have better performance and less specification efforts than Option 3. However, for Option 5, if the model is transferred from the NW-side to UE-side, and the model structure supported by the UE is unknown to the NW-side, whether the UE can compile the model needs to be studied.
Similar to the discussion in Option 3 and Option 4, we prefer not to consider solutions with NW-side and/or UE-side vendors involved.
In general, the following can be observed for Option 5 with reference model exchange between UE and gNB:
 Inter-vendor collaboration complexity: If model transfer through the over-the-air signaling is considered, the complexity of inter-vendor collaboration is low. If offline model parameters transfer/model transfer is considered, the complexity of inter-vendor collaboration is high.
Performance: Due to the flexibility of model structure and parameters, the performance of Option 5 is expected to be better than Option 1/Option 2/Option 3.
Interoperability and RAN4 / testing related aspects: As the AI/ML model is not fully standardized, the interoperability of Option 5 is poor. In order to carry out RAN4 testing, specify a reference model as in Option 1 maybe needed. 
Feasibility: The feasible of Option 5 depends on the feasible of model transfer. It is challenging for a UE to compile a model with a structure unknown by the UE before. The specification efforts on standardized model format is lower than fully standardize a model/standardize model structure/standardize dataset. 
[bookmark: _Ref163045744]Observation 8: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 5(Standardized model format + Reference model exchange between NW-side and UE-side):
· Inter-vendor collaboration complexity: Low if model parameters transfer/model transfer using over-the-air signalling is considered. High if offline model transfer is considered.
· Performance: Better than Option 1/Option 2/Option 3.
· Interoperability and RAN4 / testing related aspects: Poor interoperability. To carry out RAN4 tests, fully standardize a reference model for RAN4 test maybe needed.
· Feasibility: The feasibility depends on the feasibility of model transfer. It is challenging for a UE to compile a model with a structure unknown before. The specification effort of specifying is expected to be lower than Option 1/Option 2/Option 3.
[bookmark: _Ref163045865]Proposal 7: To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, deprioritize the solutions with UE-side/NW-side servers involved.
[bookmark: _Ref163045868]Proposal 8: To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, prioritize the solutions with over-the-air signaling standardized.
2.3. Considerations on the specification aspects
In TR 38.843, for AI/ML based CSI compression sub use case, the aspects requiring further study/conclusion  are captured in the conclusions section as follows[3]:
	CSI compression sub use case: 
The performance benefit and potential specification impact were studied for AI/ML based CSI compression sub use case. 
Evaluation has been performed to assess AI/ML based CSI compression from various aspects, including performance gain over non-AI/ML benchmark, model input/output type, CSI feedback quantization methods, ground-truth CSI format, monitoring, generalization, training collaboration types, etc. Some aspects were studied but not fully investigated, including the options of CQI/RI calculation, the options of rank>1 solution.
Performance gain over baseline and computational complexity in FLOPs are summarized in clause 6.2.2.8. 
Potential specification impact on NW side/UE side data collection, dataset delivery, quantization alignment between CSI generation part at the UE and CSI reconstruction part at the NW, CSI report configuration, CSI report format, pairing information/procedure and monitoring approach were investigated but not all aspects were identified. 
The pros and cons are analysed for each training collaboration types, and each training collaboration type has its own benefits and limitations in different aspects. The study has investigated the feasibility of the studied training collaboration types and necessity of corresponding potential RAN1 specification impact. However, not all aspects have been concluded.
Both NW side and UE side performance monitoring were studied, some but not all aspects were concluded.
From RAN1 perspective, there is no consensus on the recommendation of CSI compression for normative work.
At least the following aspects are the reasons for the lack of RAN1 consensus on the recommendation of CSI compression for normative work:
· Trade-off between performance and complexity/overhead.
· Issues related to inter-vendor training collaboration.
Other aspects that require further study/conclusion are captured in the summary above.


To promote the progress of AI/ML based CSI compression sub use case, we propose to prioritize the work and minimize the workload in Rel-19 as much as possible for the study of AI/ML based CSI compression sub use case.
Data collection
If CSI compression using two-sided model use case is agreed to be specified in Rel-19, no matter which option inter-vendor collaboration is adopted, data collection for monitoring have to be studied. Whether data collection for training is needed is related to the conclusion on alleviating/resolving the issues related to inter-vendor collaborations. For example, for Option 2(Standardized dataset), data collection is not needed, and for other Options, data collection maybe needed. As the consensus on alleviating/resolving the issues related to inter-vendor collaborations is not expected to be reached in a short time, if we discuss data collection after the consensus has been achieved, there is a risk on completing the WI of AI/ML in time if the study of CSI compression is agreed to move to WI in September 2024. Therefore, we suggest to discussing data collection for training with the assumption that data collection for training from this meeting.
Since the study on signaling/mechanism(s) for LCM to facilitate data collection would be led by RAN2, RAN1 can study the following on data collection for training and data collection for monitoring:
· Data collection procedure, e.g., UE-side data collection, or NW-side data collection
· Contents of data sample
· Data sample type, e.g., precoding matrix, channel matrix
· Data sample format: Scalar quantization and/or codebook-based quantization (e.g., Type II alike) 
· Assistance information, e.g., information for categorizing the data for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc.
· Study the necessity and potential solutions (if the necessity has been identified)
· Enhancement on CSI-RS configuration 
· Study the necessity and potential solutions (if the necessity has been identified)
[bookmark: _Ref163045871]Proposal 9: In CSI compression using two-sided model use case, discuss data collection for training as if it would be specified in Rel-19.
[bookmark: _Ref163045875]Proposal 10: In CSI compression using two-sided model use case, further study the following on data collection for training and data collection for monitoring:
· Data collection procedure, e.g., UE-side data collection, or NW-side data collection;
· Contents of data sample
· Data sample type, e.g., precoding matrix, channel matrix;
· Data sample format: Scalar quantization and/or codebook-based quantization (e.g., Type II alike);
· Assistance information, e.g., information for categorizing the data for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc;
· Study the necessity and potential solutions (if the necessity has been identified);
· Enhancement on CSI-RS configuration 
· Study the necessity and potential solutions (if the necessity has been identified).
Performance monitoring
In Rel-18, for AI/ML based CSI compression sub use case, both NW-side performance monitoring and UE-side performance monitoring were studied and various methodologies were proposed by companies. In the SI phase in Rel-19, down selecting the methods is needed. It is our view that performance monitoring at NW-side can be prioritized and proxy model based performance monitoring can be deprioritized. 
[bookmark: _Ref163045879]Proposal 11: In CSI compression using two-sided model use case, performance monitoring at NW-side can be prioritized and proxy model based performance monitoring is deprioritized.
Quantization alignment between UE side model and NW side model
In Rel-18, it was proposed by companies that quantization alignment for CSI feedback between CSI generation part at the UE and CSI reconstruction part at the NW can be achieved through model pairing process, or based on standardized quantization scheme. 
In SI phase in Rel-19, more analysis on the two methods (e.g. the application scenarios for each training collaboration type) is needed, and then a conclusion on whether to achieve the alignment via standardized quantization scheme can be considered.
For model pairing process, the quantization is aligned based on offline coordination. From NW’s perspective, it is challenging to adopt multiple quantization methods with different UEs at the same time. And according to the evaluation results, different quantization methods do not have obvious gains against each other. It is recommended to go with standardized quantization scheme to reduce offline engineering complexity.
[bookmark: _Ref163045886]Proposal 12: In CSI compression using two-sided model use case, standardize quantization scheme.
CSI configuration and report
In Rel-18, the following potential specification aspects were identified for CSI configuration and report for AI/ML based CSI compression sub use case:
· CSI-RS configurations (not including CSI-RS pattern design enhancements)
· CSI configuration
· For network to indicate CSI reporting related information, e.g., gNB indication to the UE of one or more of following: 
· Information indicating CSI payload size
· Information indicating quantization method/granularity
· Rank restriction
· Other payload related aspects
· CSI reporting configurations
· For UE determination/reporting of the actual CSI payload size, UE reports related information as configured by the NW
· CSI report UCI mapping/priority/omission
· Codebook subset restriction
· CSI processing procedures
· CSI processing Unit
It is our view that the legacy CSI reporting principles should be reused as much as possible and the details on the above issues can be discussed in WI phase, i.e., details on CSI configuration and report can be with medium/low priority in SI phase. 
[bookmark: _Ref163045890]Proposal 13: In CSI compression using two-sided model use case, legacy CSI reporting principles is reused as much as possible.
Regarding UCI reporting, several candidate options were provided on CQI determination in Rel-18, down selecting options in SI phase in Rel-19 can be considered. Our preference is to adopt one of the sub options in Option 1.
[bookmark: _Ref131624821][bookmark: _Ref163045893]Proposal 14: In CSI compression using two-sided model use case, if CQI in CSI report is configured, for CQI determination in CSI report, one of the sub options of Option 1 is adopted:
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment
· Option 1c: CQI is calculated based on legacy codebook.
If CQI is reported, the quantization of CQI should be considered. It is natural to use the same scheme as that in Rel-17 for codebook based CSI feedback.
[bookmark: _Ref131624825][bookmark: _Ref163045896]Proposal 15: For CQI reporting in CSI compression using two-sided model use case, the same quantization scheme as that in Rel-17 for codebook based CSI feedback is considered.
3. Conclusions
In this contribution, we provided our views on approaches to improve trade-off between performance and complexity/overhead, potential methods to alleviate/resolve issues related to inter-vendor training collaboration, and other aspects captured in Rel-18 TR 38.843 which requires further study/conclusion. We also provide analysis and simulation results for Case 2 of temporal domain aspects of AI/ML-based CSI compression, and the following observations and proposals:
Observation 1: Compared to spatial-frequency-domain CSI compression and Rel-16 eType II codebook based CSI feedback, obvious SGCS performance gain of 4.06%~ 8.1% can be achieved with temporal-spatial-frequency-domain CSI compression.
Observation 2: Evaluation methodology and modeling method to ensure the temporal variation induced de-correlation between training and inference dataset distribution should be aligned firstly for localized model based CSI compression.
Observation 3: There are many state-of-the-art techniques in Machine Learning for complexity reduction that can be applied to AI/ML based CSI compression. These approaches are implementation specific and have little specification impact.
Observation 4: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 1(Fully standardized reference model (structure + parameters)):
· There are three sub-options:
· Option 1-1: Fully standardized a reference model of CSI generation part;
· Option 1-2: Fully standardized a reference model of CSI reconstruction part;
· Option 1-3: Fully standardized a pair of reference models of (CSI reconstruction part, CSI reconstruction part).
· Inter-vendor collaboration complexity: Low complexity or no inter-vendor collaboration.
· Performance: The performance of Option 1 is limited to the reference model. For the three sub-options, the performance is expected to be Option 1-1 > Option 1-2 > Option 1-3.
· Interoperability and RAN4 / testing related aspects: Good interoperability and easy to carry out RAN4 tests.
· Feasibility: Feasible, but requires great specification efforts, e.g.,  hard to make decision on how many and which model is standardized, new models should be standardized regularly to take advantage of development of techniques in Machine Learning or due to more scenarios are considered. 
Observation 5: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 2(Standardized dataset):
· A sample of the dataset include a pair of assumed input and output of CSI generation part and/or a pair of assumed input and output of CSI reconstruction part.
· Inter-vendor collaboration complexity: Low complexity or no inter-vendor collaboration.
· Performance: Limited to the dataset. Similar as Option 1.
· Interoperability and RAN4 / testing related aspects: Good interoperability and easy to carry out RAN4 tests.
· Feasibility: Feasible, but requires great specification efforts (maybe larger than Option 1), e.g.,  hard to make decision on how many and which dataset is standardized, new models should be standardized regularly to take advantage of development of techniques in Machine Learning or due to more scenarios are considered. 
Observation 6: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 3(Standardized reference model structure + Parameter exchange between NW-side and UE-side):
· Inter-vendor collaboration complexity: Low if model parameters transfer/model transfer using over-the-air signalling is considered. High if offline model parameters transfer/model transfer is considered.
· Performance: Limited to the model structure. Better than Option 1/Option 2.
· Interoperability and RAN4 / testing related aspects: Poor interoperability. To carry out RAN4 tests, fully standardize a reference model for RAN4 test maybe needed.
· Feasibility: Feasible for the devices capable of updating parameters for the model. From the view of model design, the specification effort of Option 3 is expected to be lower than Option 1/2.
Observation 7: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 4(Standardized data / dataset format + Dataset exchange between NW-side and UE-side):
· Inter-vendor collaboration complexity: Low if dataset transfer through the over-the-air signaling is considered. High if offline dataset transfer is considered. High if offline model parameters transfer/model transfer is considered.
· Performance: Better than Option 1/Option 2/Option 3.
· Interoperability and RAN4 / testing related aspects: Poor interoperability. To carry out RAN4 tests, fully standardize a reference model for RAN4 test maybe needed.
· Feasibility: The feasibility depends on the feasibility of dataset transfer. The specification effort on specifying dataset format is low.
Observation 8: Regarding identified options to alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, the following are observed for Option 5(Standardized model format + Reference model exchange between NW-side and UE-side):
· Inter-vendor collaboration complexity: Low if model parameters transfer/model transfer using over-the-air signalling is considered. High if offline model transfer is considered.
· Performance: Better than Option 1/Option 2/Option 3.
· Interoperability and RAN4 / testing related aspects: Poor interoperability. To carry out RAN4 tests, fully standardize a reference model for RAN4 test maybe needed.
· Feasibility: The feasibility depends on the feasibility of model transfer. It is challenging for a UE to compile a model with a structure unknown before. The specification effort of specifying is expected to be lower than Option 1/Option 2/Option 3.

Proposal 1: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, if current CSI slot is targeted, Case 2 is prioritized for study.
Proposal 2: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, separate CSI prediction and CSI compression model is prioritized for Case 3 and 4.
Proposal 3: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, considering the following sub-cases for Case 3:
· Case 3-1: target CSI is the CSI for a future instant
· Case 3-1a: CSI generation part without past CSI information (CSI prediction+ Case 0)
· Case 3-1b: CSI generation part with past CSI information (CSI prediction+ Case 1)
· Case 3-2: target CSI is the CSI for multiple future instants
· Case 3-2a: CSI generation part without past CSI information (CSI prediction+ Case 0 multiple slots extension)
· Case 3-2b: CSI generation part with past CSI information (CSI prediction+ Case 1 multiple slots extension)
Proposal 4: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, considering the following sub-cases for Case 4:
· Case 4-1: target CSI is the CSI for a future instant
· Case 4-1a: CSI generation part without past CSI information (CSI prediction+ Case 5)
· Case 4-1b: CSI generation part with past CSI information (CSI prediction+ Case 2)
· Case 4-2: target CSI is the CSI for multiple future instants
· Case 4-2a: CSI generation part without past CSI information (CSI prediction+ Case 5 multiple slots extension)
· Case 4-2b: CSI generation part with past CSI information (CSI prediction+ Case 2 multiple slots extension)
Proposal 5: For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, if future CSI slot(s) is (are) targeted, focus on cases with CSI compression part having a major impact on the overall performance. The CSI prediction should not be the bottleneck and ideal CSI prediction can be assumed.
Proposal 6: For the evaluation result template to capture the results of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Rel-19, similar table as table 1 in Rel-18 CSI compression can be considered,,
· The focus should be on validating performance enhancement for temporal domain aspects of AI/ML-based CSI compression and associating temporal information configuration regime that facilitates such performance enhancement over Rel-18 spatial temporal domain CSI compression. 
· Companies should report UE speed, UE distribution, realistic channel estimation error modeling, and observation/prediction window configuration, if applicable. 
· Evaluation result template to capture model scalability, multi-vendor joint training or separate training should be deprioritized.
Proposal 7: To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, deprioritize the solutions with UE-side/NW-side servers involved.
Proposal 8: To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, prioritize the solutions with over-the-air signaling standardized.
Proposal 9: In CSI compression using two-sided model use case, discuss data collection for training as if it would be specified in Rel-19.
Proposal 10: In CSI compression using two-sided model use case, further study the following on data collection for training and data collection for monitoring:
· Data collection procedure, e.g., UE-side data collection, or NW-side data collection;
· Contents of data sample
· Data sample type, e.g., precoding matrix, channel matrix;
· Data sample format: Scalar quantization and/or codebook-based quantization (e.g., Type II alike);
· Assistance information, e.g., information for categorizing the data for the purpose of differentiating characteristics of data due to specific configuration, scenarios, site etc;
· Study the necessity and potential solutions (if the necessity has been identified);
· Enhancement on CSI-RS configuration 
· Study the necessity and potential solutions (if the necessity has been identified).
Proposal 11: In CSI compression using two-sided model use case, performance monitoring at NW-side can be prioritized and proxy model based performance monitoring is deprioritized.
Proposal 12: In CSI compression using two-sided model use case, standardize quantization scheme.
Proposal 13: In CSI compression using two-sided model use case, legacy CSI reporting principles is reused as much as possible.
Proposal 14: In CSI compression using two-sided model use case, if CQI in CSI report is configured, for CQI determination in CSI report, one of the sub options of Option 1 is adopted:
· Option 1: CQI is NOT calculated based on the output of CSI reconstruction part from the realistic channel estimation, including
· Option 1a: CQI is calculated based on target CSI with realistic channel measurement
· Option 1b: CQI is calculated based on target CSI with realistic channel measurement and potential adjustment
· Option 1c: CQI is calculated based on legacy codebook.
Proposal 15: For CQI reporting in CSI compression using two-sided model use case, the same quantization scheme as that in Rel-17 for codebook based CSI feedback is considered.
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Intermediate KPI performance comparison between TSF, SF, and Rel-16 eType II 
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