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1. [bookmark: _Ref521334010]Introduction
In RAN#102, a new work item on AI/ML for NR air interface was approved [1]. One objective of the work item is to provide specification support for AI/ML-based positioning, and the specification impact for AI/ML-based positioning includes the following aspects.
	· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


In RAN1#116, the specification impacts on AI/ML-based positioning were discussed and the following agreements were made [2].
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.
Agreement
· For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
1. timing information;
1. paired timing information and power information.
Agreement
· For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
1. timing information;
1. paired timing information and power information.
Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
0. Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
0. Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
0. Tradeoff of positioning accuracy and signaling overhead
0. Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
0. Whether the same Alternative(s) applies to all cases or not
0. Applicability and necessity of specifying the Alternative(s) to different cases
0. Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.
Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· [bookmark: _GoBack]If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.
Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.
Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 
Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


In this contribution, we share our views on some potential specification impacts for AI/ML-based positioning.
2. Specification impacts
In Rel-18, direct AI/ML positioning and AI/ML assisted positioning are selected as representative sub-use cases for AI/ML-based positioning accuracy enhancement. All possible combinations between legacy positioning methods (i.e. UE-based, UE-assisted/LMF-based, and NG-RAN node assisted positioning) and AI/ML-based positioning sub-use cases have been studied in Rel-18, namely: case1, case 2a, case 2b, case 3a and case 3b. In Rel-19, these cases are divided into first priority cases (case 1/3a/3b) and second priority cases (case 2a/2b). In this contribution, the specification impacts for each case mainly include data collection, model inference and performance/model monitoring. In addition, the consistency between training and inference regarding NW-side additional conditions for inference at UE is discussed in the end.
2.1. Data collection
Procedure of data collection
In this section, the data collection procedure for case 1, case 2a/3a and case 2b/3b are discussed respectively.
2.1.1.1. Case1
For case 1, the UE-side model is deployed at UE side and the AI/ML model is used to estimate the UE’s location directly. The training data collected at UE side contains the measurement and location (ground truth label). In Rel-18, PRU and UE are identified to generate measurement corresponding to AI/ML model input for case 1, and the measurement is generated based on the PRS transmission from gNB/TRP. For data collection of location, UE/LMF can estimate location based on non-NR and/or NR RAT-dependent and/or NR RAT-independent positioning methods, and the location with higher label quality indicator can be used as ground truth label for model training. In addition, PRU is also identified to generate ground truth label for case 1 in Rel-18. Thus, the following options for training data collection are considered for case 1 and summarized in Table 1.
[bookmark: _Ref162453098]Table 1: Data collection for case 1
	Cases
	Options for data collection
	Measurement generation entity
	Ground truth label(location) generation entity
	Potential spec impacts

	Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
	Option 1
	UE
	UE
	No spec impact. 
Both measurement and UE’s location are generated by UE implementation.

	
	Option 2
	UE
	LMF
	LMF generates the UE’s location based on some measurement transmitted by UE and TRP’s location coordinate. 
LMF provides the corresponding location to UE/UE-side.

	
	Option 3
	PRU
	PRU/LMF
	PRU generates channel measurement, and PRU/LMF generates the ground truth label (UE’s location). 
The channel measurement and location are provided to UE/UE-side, either by implementation or via LMF.


For option 2, the channel measurement is generated by UE, but the ground truth label (UE location) is generated by LMF. The correct association between the channel measurement from UE and ground truth label from LMF should be ensured by additional information, e.g. UE-ID, time stamp of channel measurement and ground truth label. Similar as that in option 3, when channel measurement is generated by PRU, the ground truth label is generated by PRU or LMF.
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Proposal 1: For case 1, the following options for training data collection containing channel measurement and UE’s location can be considered.
· Option 1: Both channel measurement and ground truth label (UE’s location) are generated by UE;
· Option 2: Channel measurement is generated by UE, and ground truth label (UE’s location) is provided by LMF;
· Option 3: Channel measurement is generated by PRU, and ground truth label (UE’s location) is provided by PRU/LMF.
2.1.1.2. Case 2a/3a
Case 2a and case 3a are AI/ML-assisted positioning. For case 2a, the UE-side model is deployed at UE side. The training data collected at UE side contains the measurement and ground truth label. For case 3a, the gNB-side model is deployed at gNB side. The training data collected at gNB side contains the measurement and ground truth label. For these cases, the ground truth label could be in form of positioning related information, measurements or parameters, e.g. RSTD/RTOA, or time domain information to derive RSTD/RTOA, or LOS/NLOS identifier, etc.
The following options for training data collection are considered for case 2a/3a and summarized in Table 2.
[bookmark: _Ref162456672]Table 2: Data collection for case 2a/3a
	Cases
	Options for data collection
	Measurement generation entity
	Ground truth label(e.g. timing information) generation entity
	Potential spec impacts

	Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
	Option 1
	UE
	UE
	No spec impact. 
Both measurement and ground truth label are generated by UE implementation.

	
	Option 2
	UE
	LMF
	LMF generates the ground truth label based on some measurement transmitted by UE and TRP’s location coordinate. 
LMF provides the corresponding ground truth label to UE/UE-side.

	
	Option 3
	PRU
	PRU/LMF
	PRU generates channel measurement, and PRU/LMF generates the ground truth label based on TRP’s location and PRU’s location. 
The channel measurement and ground truth label is provided to UE/UE-side, either by implementation or via LMF.

	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
	Option 1
	gNB/TRP
	gNB/TRP
	No spec impact. 
Both channel measurement and ground truth label are generated by gNB/TRP implementation.

	
	Option 2
	gNB/TRP
	LMF
	LMF generates the ground truth label based on the measurement transmitted by gNB/TRP/UE/PRU. 
LMF provides the corresponding ground truth label to gNB/TRP.


For case 3a with option 2, the gNB/TRP measures the SRS-pos to obtain the UL measurements as the input of AI/ML model. The ground truth label for training AI/ML model can be provided by LMF side. LMF side may determine the ground truth label based on the location related information provided by UE/PRU, and the location related information may be the location estimated by GNSS or existing NR RAT-dependent positioning methods, etc. In addition, the LMF may estimate UE’s location coordinate based on the SRS-pos measurements provided by multiple gNBs/TRPs, and then LMF determines the ground truth label for training AI/ML model based on the UE’s location coordinate and gNB/TRP’s location coordinate. The correct association between measurement collected by gNB/TRP and ground truth label provided by LMF should be ensured.
Proposal 2: For case 2a, the following options for the training data collection containing channel measurement and ground truth label (in form of positioning related information/parameters) can be considered.
· Option 1: Both channel measurement and ground truth label are generated by UE;
· Option 2: Channel measurement is generated by UE and ground truth label is provided by LMF;
· Option 3: Channel measurement is generated by PRU, and ground truth label is provided by PRU/LMF.
Proposal 3: For case 3a, the following options for training data collection containing channel measurement and ground truth label (in form of positioning related information/parameters) can be considered.
· Option 1: Both channel measurement and ground truth label are generated by gNB/TRP;
· Option 2: Channel measurement is generated by gNB/TRP and ground truth label is provided by LMF.
Proposal 4: For case 3a, if LMF provides ground truth label (in form of positioning related information/parameters) to gNB/TRP and the following methods for ground truth labels collection are considered:
· Method 1: UE/PRU provides the location related information to LMF for determining the ground truth label;
· Method 2: Multiple gNBs/TRPs provide the SRS-pos measurements to LMF for estimating UE’s location coordinate and the UE’s location coordinate is used to determine the ground truth label.
2.1.1.3. Case 2b/3b
For case 2b, the LMF-side model is deployed at LMF side and the AI/ML model is used to estimate the UE’s location. For case 3b, the LMF-side model is deployed at LMF side. The training data collected at LMF side contains the measurement and UE’s location. The following options for training data collection are considered for case 2b/3b and summarized in Table 3.
[bookmark: _Ref162457143]Table 3: Data collection for case 2b/3b
	Cases
	Options for data collection
	Measurement generation entity
	Ground truth label(location) generation entity
	Potential spec impacts

	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
	Option 1
	UE/PRU
	UE/PRU
	Both channel measurement and UE’s location are generated by UE/PRU and transmitted to LMF.

	
	Option 2
	UE/PRU
	LMF
	UE/PRU generates channel measurement and provides the channel measurement to LMF. 
LMF generates UE’s location based on measurement transmitted by UE/PRU. 

	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
	Option 1
	gNB/TRP
	UE/PRU
	Channel measurement is generated by gNB/TRP and transmitted to LMF.
UE’s location is generated by UE/PRU and transmitted to LMF.

	
	Option 2
	gNB/TRP
	LMF
	gNB/TRP generates channel measurement and provides the channel measurement to LMF. 
LMF generates UE’s location based on measurement transmitted by gNB/TRP. 


For case 3b with option 1, the gNB/TRP obtains the channel measurement based on SRS-pos and transmits the measurement to LMF. LMF side may determine the ground truth label based on the location related information provided by UE/PRU, and the location related information may be some measurements, the location estimated by GNSS or existing NR RAT dependent positioning methods, etc. The correct association between channel measurement collected by gNB and location provided by UE/PRU should be ensured.
Proposal 5: For case 2b, the following options for the training data collection containing channel measurement and location can be considered.
· Option 1: Channel measurement and location are both provided by UE/PRU.
· Option 2: Channel measurement is provided by UE/PRU and location is generated by LMF based on some measurement.
Proposal 6: For case 3b, the following options for the training data collection containing channel measurement and location can be considered.
· Option 1: Channel measurement is provided by gNB/TRP and location is provided by UE/PRU.
· Option 2: Channel measurement is provided by gNB/TRP and location is generated by LMF based on some measurement.
Assistance information for data collection
2.1.1.4. Quality indicator criteria
When LMF side collects the measurement and location, one possible solution is that all measurement and location are reported to LMF side, and the quality indicator for location is also reported to LMF side for selecting the high quality training sample. The LMF side may discard the training samples with low quality indicator by implementation algorithm, which is transparent to the other side. However, even if some low quality samples will be discarded, all gNBs/TRPs/UEs still need to provide every measurement and location along with quality indicator to LMF, which increases unnecessary resource overhead for transmitting the discarded data. 
Observation: For case 2b and case 3b, if the whole measurement and ground truth label with quality indicator are reported to LMF side for selecting the high quality training samples, the transmission of discarded samples with low quality increases unnecessary resource overhead.
When LMF side collects the measurement and location, another possible solution is that LMF provides some assistance information to facilitate training samples collection. The LMF can indicate the conditions or criteria for measurement and/or location, e.g. the LMF indicates the threshold of quality indicator for measurement and/or location collection. If the value of quality indicator is greater than the threshold, the measurement and/or location is provided to LMF and LMF can directly train the AI/ML model based on the collected data without data filtering. Thus unnecessary overhead can be avoided.
Proposal 7: For case 2b and case 3b, when LMF side collects training data, LMF side can use a quality indicator condition or criteria to indicate the required quality of the collected data.
2.1.1.5. Expected TRP set request
For case 1 or case 2a, UE may send a data collection request to LMF, and LMF provides the PRS configurations to UE. The AI/ML model input may be based on fixed TRP set and dynamic TRP set. In Rel-18, many companies provided evaluation results corresponding to AI/ML model input from fixed TRP set or dynamic TRP set. In general, transmitting PRS by full TRP set is most power consuming and also most resource consuming, but the positioning performance may not significantly outperforms the case of dynamic TRP input, i.e. only a subset of TRPs transmit PRS. However, the preference on TRP set is known only by UE-side. Thus, when UE sends a data collection request to LMF, it is reasonable that the data collection request informs some assistance information related to TRP set expected by UE. The LMF can configure appropriate TRP transmitting PRS to UE for obtaining the measurements based on the assistance information related to TRP set. This can avoid the inappropriate TRP set configured by LMF.
Proposal 8: For case 1 and case 2a, when UE sends a data collection request to LMF, the data collection request contains some assistance information related to the PRS/TRP set expected by UE. 
2.2. Model inference
Model input
For case 1 and case 2a, the UE-side model is deployed at UE side. The basic assumption is that UE-side model is trained by UE side, and thus the type or format of the measurement corresponding to AI/ML model input is naturally known at UE side. Therefore, when UE uses an UE-side AI/ML model for inference, the UE can generate the measurement for AI/ML model inference using the same type or format of the measurement as training phase by implementation. If the AI/ML model is trained at other side such as NW side, assistance information on input type or format may be needed. But model transfer/delivery itself is still under study without clear standardization support.
Proposal 9: For case 1 and case 2a, at least when UE-side model is trained by UE-side, UE generates the measurement for AI/ML model inference based on the PRS transmission. The input type or format is up to UE implementation.
For case 3a, the gNB-side model is deployed at gNB side. The basic assumption is that the gNB-side model is trained at gNB/TRP since the gNB/TRP has higher capability of computing and storage capacity to train an AI/ML model, or trained by NW-side server. Anyway, the type or format of the measurement corresponding to AI/ML model input is naturally known at gNB/TRP. 
Proposal 10: For case 3a, at least when gNB-side model is trained by gNB/NW-side, gNB/TRP generates the measurement for AI/ML model inference based on the SRS-pos transmission. The input type or format is up to gNB/TRP implementation.
2.2.1.1. Sample-based measurement or path-based measurement
For case 2b and case 3b, the LMF-side model is deployed at LMF side. When the AI/ML model inference is performed, the UE/gNB/TRP needs to generate and report the measurement to LMF side for AI/ML model inference. Before discussing the measurement reporting, it is important to first discuss the type or format of the measurement corresponding to AI/ML model input. In Rel-18, some types of measurement as AI/ML model input has been discussed and identified, e.g. CIR, PDP and DP. These measurements at least contain timing information of time domain channel measurement, and the following alternatives are agreed to investigate in RAN1#116.
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
0. Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
0. Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.


During Rel-18 SI phase, sample-based channel measurements are applied as AI/ML model input and widely evaluated by many companies, and there is a significant gain compared to traditional positioning methods. However, the evaluation results of path-based channel measurement are very limited in Rel-18. In addition, the paths are the timing delay of the arrived reference signal and estimated by UE/gNB, which highly rely on the implementation algorithms and the capability of UE/gNB. If path-based channel measurements have different estimation errors of path detection and these measurements are collected to train an AI/ML model, the performance of the AI/ML may be poor. Therefore, sample-based channel measurements as the AI/ML model input are preferred.
Proposal 11: At least for case 3b and 2b, support sample-based channel measurements as the AI/ML model input.
2.2.1.2. Reference time and measurement reporting
In RAN1#116, the time information of channel measurements was discussed and the following agreement was achieved. For case 3b, the timing information is represented relative to a reference time, and the detail of the reference time is FFS.
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time


In current specification, the UL RTOA reference time is already specified in TS 38.215 [3] and the UL RTOA of first path is defined based on the UL RTOA reference time, as shown below. 
	The UL Relative Time of Arrival (TUL-RTOA) is the beginning of subframe i containing SRS received in Reception Point (RP) [18] j, relative to the RTOA Reference Time [16]. 
The UL RTOA reference time is defined as , where
-	 is the nominal beginning time of SFN 0 provided by SFN Initialization Time [15, TS 38.455]
-	, where  and  are the system frame number and the subframe number of the SRS, respectively.


The LMF provides the UL-SRS configuration to the selected gNBs/TRPs in NRPPa MEASUREMENT REQUEST message and these gNBs/TRPs can align the understanding of UL RTOA reference time. For case 3b, the sample-based measurements reported from gNB/TRP to LMF are preferred. And the UL RTOA reference time can be reused to determine the timing information of the sample-based measurements. For example, the sample-based measurement is the time-domain consecutive Nt samples as shown in Figure 1. These TRPs report the relative timing information of these samples to LMF and the reference time of the relative timing information is uniform. Thus, the LMF can determine the time distribution of samples between these TRPs based on a unique reference time and the relative time information reported by each TRP. The time distribution information of samples between different TRPs is crucial for the performance of data-driven AI/ML-based positioning. The starting point of Nt samples for AI/ML model input is left to LMF implementation.
[image: ]
[bookmark: _Ref162537558]Figure 1: Reference time for case 3b
Proposal 12: For case 3b, the UL RTOA defined in TS 38.215 is reused to determine the timing information of measurement reported from gNB/TRP to LMF.
When a gNB/TRP reports sample-based measurement to LMF, N’t samples with the strongest power are selected for reporting, and the following options of timing information reporting of these N’t samples are considered.
· Option 1: Sample-based reporting
Introduce a new sample-based reporting method for measurement reporting. The new sample-based reporting method at least contains a time offset and a bitmap as show in Figure 2.
· Time offset: the offset between first sample and UL RTOA reference time;
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples.
[image: ]
[bookmark: _Ref162540667]Figure 2: Sample-based reporting for case 3b
· Option 2: Path-based reporting
Although the channel measurement of AI/ML model input is sample-based measurement, the legacy path-based reporting method can be reused to report the sample-based measurement. In current specification, the resolution step of the timing information such as UL RTOA is, and 0<=k<=5. The sample period used in Rel-18 evaluation is. Thus, when legacy path-based reporting method is used to report the sample-based measurement, the resolution step of the timing information should be an integer multiple of sampling periods, e.g. k=4 or 5. For the first sample of N’t samples, the UL RTOA corresponding to the first sample is reported. For the other samples of N’t samples, the RelativeTimeDifference corresponding to the other samples are reported. If path-based reporting is used to report sample information, some specification enhancements should be supported. For example, more paths may be reported than the current 9 paths.
Proposal 13: For case 3b, the following one or two options of timing information reporting of sample-based measurements are considered:
· Option 1: Sample-based reporting
· Time offset: the time offset is the difference between the timing of first sample and UL RTOA reference time;
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods
· Path-based reporting may be enhanced to support reporting more samples.
For case 3b, assuming both sample-based reporting and path-based reporting are supported, the choice of whether to use sample-based reporting or path based reporting can be left to gNB/TRP or LMF. gNB/TRP could select one appropriate reporting method from the signalling overhead perspective, and the indicator of the selected reporting method is also reported. In addition, LMF could indicate the one reporting method and the gNB/TRP determines the reporting method of measurement based on the indication. 
Proposal 14: For case 3b, assuming both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path-based reporting is based on gNB/TRP implementation or LMF indication.
In current specification, the DL RSTD is reported from UE to LMF and is a relative timing difference between neighbour TRP and reference TRP. For case 2b, the sample-based measurements reported from UE to LMF are preferred. The reference time for determining the timing information of the sample-based measurements is that UE receives the corresponding start of one subframe from reference TRP, which is defined as TSubframeRxi in TS 38.215 [3]. The reference TRP is determined by UE and may be different among different UEs. As shown in Figure 3, a UE may determine the TRP_2 as reference TRP and report the timing information (e.g. DL RSTD) of first sample of these TRPs. The other UE may determine TRP_1 as reference TRP. However, LMF can obtain the time distribution of samples between these TRPs based on the UE’s reporting and reference TRP information. The reference TRP can be redefine at LMF side and the corresponding timing information is calculated based on the obtained time distribution of samples between these TRPs and the redefined reference TRP. LMF needs to ensure a unique reference TRP during the AI/ML model training phase and inference phase. 
[image: ]
[bookmark: _Ref162546895]Figure 3: Reference time for case 2b
Proposal 15: For case 2b, the TSubframeRxi defined in TS 38.215 is reused to determine the timing information of measurement reported from UE to LMF.
Similar to the analysis on case 3b, when UE reports sample-based measurement to LMF, the reporting method such as sample-based reporting and path-based reporting can be considered.
Proposal 16: For case 2b, the following one or two options of timing information reporting of sample-based measurements are considered:
· Option 1: Sample-based reporting
· Reference time: the TSubframeRxi defined in TS 38.215;
· Time offset: for the measurement of each TRP, the time offset is the difference between the timing of first sample corresponding to a TRP and the reference time
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods
· Path-based reporting may be enhanced to support reporting more samples.
Proposal 17: For case 2b, assuming both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path based reporting is based on UE implementation or LMF indication.
2.2.1.3. Assistance information for model input
In Rel-18, AI/ML model input may be different measurements in evaluation assumption. For example, one possible AI/ML model input is the time-domain consecutive samples (per sample report), another possible AI/ML model input is that N’t samples with the strongest power are selected as model input and remaining (Nt ‒ N’t) time domain samples are set to zero (per path report). For case 2b and case 3b, when UE/gNB/TRP reports measurement to LMF, the reported measurement shall align to the LMF-side model input during training phase. The mismatched measurement as AI/ML model input will impact on the performance of AI/ML model inference. Therefore, it is necessary to ensure that the UE/gNB/TRP reported measurement and the LMF-side model input are following the same rule. One possible way is that LMF indicates some assistance information to assist the measurement determination at gNB side, e.g. LMF indicates the N’t samples selection criteria. 
Proposal 18: For case 2b and case 3b, some assistance information form LMF is used to ensure that the measurement reported by UE/gNB/TRP and the LMF-side model input are generated with the same rule. 
Model output
The specification does not specify model output directly. Rather it specifies what is included in the report derived from model output. For case 3a and 2a, it was already agreed in RAN1#116 that LOS/NLOS indicator and/or timing information (UL RTOA or gNB Rx-Tx time difference for case 3a and DL RSTD or UE Rx-Tx time difference for case 2a) are supported for reporting. This is consistent with legacy positioning. 
For case 1, 3b and 2b, the model output is the location of UE. We do not foresee additional specification impact.
2.3. Performance/model monitoring
Regarding AI/ML model monitoring or performance monitoring, the entity for deriving monitoring metric and the entity for controlling LCM may be same or different for case 1/2a/2b/3a/3b as analysis in Table 4.
[bookmark: _Ref157890775]Table 4: Performance/model monitoring for case 1/2a/2b/2a3a/3b
	Cases
	Who derives monitoring metric
	Who makes LCM decision based on monitoring result
	Potential spec impacts encompassing monitoring

	Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
	UE
	UE
	UE reports the LCM decision/suggestion to LMF based on monitoring result

	
	UE
	LMF
	UE reports the monitoring metric or triggered event to LMF

	
	LMF
	LMF
	UE reports the information that assist LMF to derive monitoring metric, e.g. model input or model output

	Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
	LMF
	LMF
	UE reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring

	Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
	gNB
	gNB
	gNB reports the LCM decision/suggestion to LMF based on monitoring result

	
	gNB
	LMF
	gNB reports the monitoring metric or triggered event to LMF

	
	LMF
	LMF
	gNB reports the information that assist LMF to derive monitoring metric, e.g. model input or model output

	Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
	LMF
	LMF
	gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring


Proposal 19: For case 1 and case 2a, the following options for the performance/model monitoring can be considered.
· Option 1:UE reports LCM decision/suggestion to LMF, which is determined based on monitoring result;
· Option 2:UE reports monitoring metric or triggered event to LMF, to facilitate LMF making LCM decision;
· Option 3: UE reports the information that assist LMF to derive monitoring metric, e.g. model input or model output, to facilitate LMF making LCM decision.
Proposal 20: For case 2b, UE reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring, to facilitate LMF making LCM decision.
Proposal 21: For case 3a, the following options for the performance/model monitoring can be considered.
· Option 1: gNB/TRP reports LCM decision/suggestion to LMF, which is determined based on monitoring result;
· Option 2: gNB/TRP reports monitoring metric or triggered event to LMF, to facilitate LMF making LCM decision;
· Option 3: gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. model input or model output, to facilitate LMF making LCM decision.
Proposal 22: For case 3b, gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring, to facilitate LMF making LCM decision.
2.4. Consistency of additional condition
The consistency issue between training and inference regarding NW-side additional conditions for inference at UE is included in Rel-19 WID. However, this consistency issue for AI/ML based positioning is not extensively discussed in Rel-18. In Rel-18 general AI/ML framework discussion, to ensure consistency between training and inference regarding NW-side additional conditions for inference at UE-side model, the following options can be taken as potential approaches [4]: 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
Regarding model identification and model transfer, they are still part of study objectives of Rel-19 AI/ML and will be discussed in other agenda item. We prefer not to discuss them in AI/ML based positioning until the procedures for them are clear. For the other two potential approaches, there may be proprietary issue when NW-side additional condition is provided to UE. In addition, the detailed NW-side additional condition for AI/ML based positioning needs to be further identified and discussed in RAN1. Regarding performance or model monitoring for ensuring consistency between training and inference, there is an extensive discussion on model monitoring for AI/ML based positioning in the whole Rel-18 SI phase. The performance monitoring provides minimum guarantee on the consistency. Thus, if any NW-side additional condition is identified as necessary for positioning, performance/model monitoring can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model, i.e. case 1 and case 2a.
Proposal 23: For case 1 and case 2a, if NW-side additional condition is identified as necessary for positioning, at least performance/model monitoring can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model.
3. Conclusion
In this contribution, we provide our views on AI/ML-based positioning. The observation and the proposals are summarized as follows:
Observation: For case 2b and case 3b, if the whole measurement and ground truth label with quality indicator are reported to LMF side for selecting the high quality training samples, the transmission of discarded samples with low quality increases unnecessary resource overhead.
Proposal 1: For case 1, the following options for training data collection containing channel measurement and UE’s location can be considered.
· Option 1: Both channel measurement and ground truth label (UE’s location) are generated by UE;
· Option 2: Channel measurement is generated by UE, and ground truth label (UE’s location) is provided by LMF;
· Option 3: Channel measurement is generated by PRU, and ground truth label (UE’s location) is provided by PRU/LMF.
Proposal 2: For case 2a, the following options for the training data collection containing channel measurement and ground truth label (in form of positioning related information/parameters) can be considered.
· Option 1: Both channel measurement and ground truth label are generated by UE;
· Option 2: Channel measurement is generated by UE and ground truth label is provided by LMF;
· Option 3: Channel measurement is generated by PRU, and ground truth label is provided by PRU/LMF.
Proposal 3: For case 3a, the following options for training data collection containing channel measurement and ground truth label (in form of positioning related information/parameters) can be considered.
· Option 1: Both channel measurement and ground truth label are generated by gNB/TRP;
· Option 2: Channel measurement is generated by gNB/TRP and ground truth label is provided by LMF.
Proposal 4: For case 3a, if LMF provides ground truth label (in form of positioning related information/parameters) to gNB/TRP and the following methods for ground truth labels collection are considered:
· Method 1: UE/PRU provides the location related information to LMF for determining the ground truth label;
· Method 2: Multiple gNBs/TRPs provide the SRS-pos measurements to LMF for estimating UE’s location coordinate and the UE’s location coordinate is used to determine the ground truth label.
Proposal 5: For case 2b, the following options for the training data collection containing channel measurement and location can be considered.
· Option 1: Channel measurement and location are both provided by UE/PRU.
· Option 2: Channel measurement is provided by UE/PRU and location is generated by LMF based on some measurement.
Proposal 6: For case 3b, the following options for the training data collection containing channel measurement and location can be considered.
· Option 1: Channel measurement is provided by gNB/TRP and location is provided by UE/PRU.
· Option 2: Channel measurement is provided by gNB/TRP and location is generated by LMF based on some measurement.
Proposal 7: For case 2b and case 3b, when LMF side collects training data, LMF side can use a quality indicator condition or criteria to indicate the required quality of the collected data.
Proposal 8: For case 1 and case 2a, when UE sends a data collection request to LMF, the data collection request contains some assistance information related to the PRS/TRP set expected by UE. 
Proposal 9: For case 1 and case 2a, at least when UE-side model is trained by UE-side, UE generates the measurement for AI/ML model inference based on the PRS transmission. The input type or format is up to UE implementation.
Proposal 10: For case 3a, at least when gNB-side model is trained by gNB/NW-side, gNB/TRP generates the measurement for AI/ML model inference based on the SRS-pos transmission. The input type or format is up to gNB/TRP implementation.
Proposal 11: At least for case 3b and 2b, support sample-based channel measurements as the AI/ML model input.
Proposal 12: For case 3b, the UL RTOA defined in TS 38.215 is reused to determine the timing information of measurement reported from gNB/TRP to LMF.
Proposal 13: For case 3b, the following one or two options of timing information reporting of sample-based measurements are considered:
· Option 1: Sample-based reporting
· Time offset: the time offset is the difference between the timing of first sample and UL RTOA reference time;
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods
· Path-based reporting may be enhanced to support reporting more samples.
Proposal 14: For case 3b, assuming both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path-based reporting is based on gNB/TRP implementation or LMF indication.
Proposal 15: For case 2b, the TSubframeRxi defined in TS 38.215 is reused to determine the timing information of measurement reported from UE to LMF.
Proposal 16: For case 2b, the following one or two options of timing information reporting of sample-based measurements are considered:
· Option 1: Sample-based reporting
· Reference time: the TSubframeRxi defined in TS 38.215;
· Time offset: for the measurement of each TRP, the time offset is the difference between the timing of first sample corresponding to a TRP and the reference time
· Bitmap: the bitmap is used to represent the timing information of N’t samples and the first bit is corresponding to the first sample of N’t samples;
· Option 2: Path-based reporting
· Resolution step of the timing information of path should be an integer multiple of sampling periods
· Path-based reporting may be enhanced to support reporting more samples.
Proposal 17: For case 2b, assuming both sample-based reporting and path-based reporting are supported, the choice of sample-based reporting and path based reporting is based on UE implementation or LMF indication.
Proposal 18: For case 2b and case 3b, some assistance information form LMF is used to ensure that the measurement reported by UE/gNB/TRP and the LMF-side model input are generated with the same rule. 
Proposal 19: For case 1 and case 2a, the following options for the performance/model monitoring can be considered.
· Option 1:UE reports LCM decision/suggestion to LMF, which is determined based on monitoring result;
· Option 2:UE reports monitoring metric or triggered event to LMF, to facilitate LMF making LCM decision;
· Option 3: UE reports the information that assist LMF to derive monitoring metric, e.g. model input or model output, to facilitate LMF making LCM decision.
Proposal 20: For case 2b, UE reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring, to facilitate LMF making LCM decision.
Proposal 21: For case 3a, the following options for the performance/model monitoring can be considered.
· Option 1: gNB/TRP reports LCM decision/suggestion to LMF, which is determined based on monitoring result;
· Option 2: gNB/TRP reports monitoring metric or triggered event to LMF, to facilitate LMF making LCM decision;
· Option 3: gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. model input or model output, to facilitate LMF making LCM decision.
Proposal 22: For case 3b, gNB/TRP reports the information that assist LMF to derive monitoring metric, e.g. measurement for input distribution-based monitoring, to facilitate LMF making LCM decision.
Proposal 23: For case 1 and case 2a, if NW-side additional condition is identified as necessary for positioning, at least performance/model monitoring can be considered to ensure the consistency between training and inference regarding NW-side additional conditions for inference at UE-side model.
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