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1. [bookmark: _Ref521334010]Introduction
In RAN1#116, the following agreements and conclusion were made for specification support on AI/ML for beam management [1]. 
	Agreement
For NW-sided model, for inference, in a beam report initiated by network, based on one measurement resource set, support the report of more than 4 beam related information in L1 signaling
· Note: Purpose, such as above “For NW-sided model, for inference”, will not be specified in RAN 1 specifications
· FFS on the report content for beam related information 
· FFS on max number of reported beam related information in one report 

Agreement
For UE-sided model, at least for BM-Case1, for content in the report of inference results, support 
· Opt 1: Beam information on predicted Top K beam(s) among a set of beams
· Opt 2: Beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams
· At least K=1 and more, FFS on max value
· FFS on beam information 
· FFS on the definition of predicted Top K beam(s)
· FFS on definition of reported RSRP when applicable
· FFS on other information in the report with potential down selection among the following options 
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
· Other options are not precluded.
where the set of beams is Set A, i.e., the beams for UE prediction.

Agreement
· For NW-sided model and for UE-sided model, beam indication is based on unified TCI state framework
· FFS on whether/how potential enhancement is needed

Conclusion
For UE sided model at least for inference, for measurement, the configuration of Set B, 
· take the current CSI framework as the starting point



In this contribution, we will discuss the specification support for BM-Case1 and BM-Case2.
2. Data collection for training
2.1. [bookmark: _Ref162537392]NW-sided model 
For NW-sided model data collection, the network will configure the RS of Set B and Set A for measurement and data collection as shown in Figure 1. In RAN1#116 meeting, it has been discussed the contents of data collection for training and corresponding report signaling, and no consensus on these two aspects were achieved. In addition, there are still some FSS issues on reporting design and reporting overhead reduction. Thus, we continue to discuss the above issues as following. 
[image: ]
[bookmark: _Ref157375057][bookmark: _Ref162712517]Figure 1 NW-side data collection
· Training data collection content
For NW-sided model at training phase, the data collection content should include model input and corresponding ground-truth label. Model input includes the L1-RSRP from resource of Set B. And the ground-truth label depends on the model types which can be regression model or classification model. When the NW-sided model is a regression model, the ground-truth label can be L1-RSRP from resource of Set A. When the NW-sided model is a classification model, the ground-truth label can be Top-K beam related information among beams of Set A. Thus, there are two options of data collection content for regression model and for classification model, respectively. 
· Opt. 1: L1-RSRP from resource of Set B and L1-RSRP from resource of Set A;
· Opt. 2: L1-RSRP from resource of Set B and Top-K beam related information among beams of Set A;
Moreover, if Set B is a subset of Set A, Opt.1 actually can be reduced to only include L1-RSRP from resource of Set A. However, this case doesn’t affect Opt.2 which is used for classification model. Based on above discussion, a summary of training data collection content for different cases is provided as Table 1. 
[bookmark: _Ref162732810]Table 1 Training data collection content for NW-sided model
	          Content
Cases
	Regression model
	Classification model

	Set A and Set B are different
	i) L1-RSRP from resource of Set B
ii) L1-RSRP from resource of Set A
	i) L1-RSRP from resource of Set B
ii)Top-K beam related information within Set A

	Set B is a subset of Set A 
	ii) L1-RSRP from resource of Set A
	

	
	Opt. 1
	Opt. 2


 Note: i) represent the content of model input; ii) represent the content of ground-truth label 

Proposal 1: For NW-sided model, at least for BM-Case1, training data collection content should consider the following options:
· Opt. 1: L1-RSRP from resource of Set B and L1-RSRP from resource of Set A;
· For the case Set B is a subset of Set A, Opt. 1 can be L1-RSRP from resource of Set A  
· Opt. 2: L1-RSRP from resource of Set B and Top-K beam related information among beams of Set A.
· Signaling for training data collection 
In RAN1#116 meeting, companies discussed the signaling for training data collection. From the point of training data collection content, the existing L1 reporting can convey the content discussed in above section. In another word, the current CSI framework can be reused for measurement and report for training data collection. On another hand, data collection for training, inference and performance monitoring can share a unified framework based on the current CSI framework, which means data collection for training has limited additional spec impact. Also, it’s totally up to gNB to decide whether or when collects data for training, which can alleviate the concern of heavy uplink load to network to some extent. Thus, for NW-sided model, at least L1 signaling can be considered for training data collection.
Proposal 2: For NW-sided model, at least L1 signaling can be considered for reporting the contents of training data.
· Whether to report the contents in one or multiple measurement report
According to the discussion in RAN1#116, a FFS issue is that whether to report the contents of each option in one or multiple measurement reports. The number of reports can depend on the cases of the relationship of Set A and Set B. For example, when the beams in Set B are different from the beams in Set A, the measurement for Set B and Set A may correspond to separate resource setting. For this case, it’s better to report the measurement results from resource of Set A and from resource of Set B respectively. However, when the beams in Set B is a subset of Set A, it’s sufficient to only perform measurements for Set A and report the measurement results in a single report. 
Proposal 3: For NW-sided model, for the case Set A and Set B are different, the measurements from Set A and measurements from Set B can be conveyed via multiple reports, respectively.
Proposal 4: For NW-sided model, for the case Set B is a subset of Set A, the measurements can be conveyed in one report.
· Reporting overhead reduction
In the SI phase, the potential solutions for reporting overhead reduction has been discussed and the following approaches have been captured in TR [2]. In WI phase, more details on overhead reduction need to be discussed. 
	Regarding data collection for NW-side AI/ML model of BM-Case1 and BM-Case2, the following approaches have been identified for overhead reduction:
-	the omission/selection of collected data
-	the compression of collected data
-	Note1: For the different purposes of data collection, the overhead reduction mechanisms and corresponding specification impacts may be different.
-	Note2: Support of any mechanism(s) (if necessary) for each LCM purpose and the potential spec impact (if any) are separate discussions
-	Note 3: UE complexity and power consumption should be considered


For NW-sided model of BM-Case1 and BM Case2, there are several potential methods to reduce reporting overhead as following.
· Alt.1: Reporting Top-N L1-RSRP values 
· Alt.2: Reporting L1-RSRP values larger than a threshold
· Alt.3: Omission the index of RS, e.g., reporting the L1-RSRP in order
· Alt.4: Larger quantization step for reporting differential L1-RSRP
Alt.1 is to reduce the number of the reporting L1-RSRP. For example, when the number of beams in Set A is 64, if Alt.1 (i.e Top-N, N=32) is applied to data collection, the UE only reports the largest 32 L1-RSRP values and corresponding beam related information of Set A. The L1-RSRP value of other beams can be set as a default value at the network. 
If Alt.2 is applied, the UE only reports the L1-RSRP value larger than a threshold. While, the number of L1-RSRP value within a report is variable, so it hard for network to predict the reporting size. 
Alt.3 is to reduce the number of reported index. For example, if differential RSRP reporting method is used, UE can report the index of the largest measured L1-RSRP, and the other differential L1-RSRP values can be reported in a defined order, e.g., in the order of the RS resources configured in the RS set for measurement. In this way, if M resources are configured for measurement, UE can report one index and M L1-RSRPs (one largest L1-RSRP and M-1 differential L1-RSRPs). 
Alt.4 is to use fewer bits to quantize the L1-RSRP. In current spec, the largest L1-RSRP is defined by a 7-bit value with 1 dB quantization step and the differential L1-RSRP is defined by a 4-bit value with 2 dB quantization step. According to the evaluation results captured in TR [2], a larger quantization step, e.g. 4 dB for reporting differential L1-RSRP, showed only less than 5% beam prediction accuracy degradation. That means a larger quantization step for reporting differential L1-RSRP can be used for overhead reduction. 
For training data collection , NW-sided model may only requires a certain number of measurement results based on the measurement of resource of Set B or Set A. Alt.1 can be used in this case, which can satisfy with the requirement of NW-sided model. While, in another case, NW-sided model may requires all the measurement results of resource of Set B/ Set A, and then Alt.3 can be applied. Thus, both Alt.1 and Alt 3 can be further considered. In additional, since Alt.4 is used to reduce the bits of L1-RSRP reporting, we think it can be used jointly with Alt.1 or Alt. 3. For Alt2, since the number of L1-RSRP values larger than a threshold is not fixed, the size of required UL resources for reporting the L1-RSRP is variable. How to assign and indicated the UL resources needs more discussion, and it may requires a large spec effort. 
Observation 1: For reporting overhead reduction, if reporting L1-RSRP values larger than a threshold (Alt.2) is applied, it may require a large spec effort.  
Proposal 5: Regarding NW-side data collection of BM-Case1 and BM-Case2, the following alternatives on overhead reduction can be considered:
· Alt.1: Reporting Top-N L1-RSRP values; 
· Alt.3: Omission the index of RS, e.g., reporting the L1-RSRP in order;
· Alt.4: Larger quantization step for reporting differential L1-RSRP.
For BM-Case 2, it can consider to report the measurement results of multiple time instances in one L1-RSRP reporting. In this way, UE can only report the largest L1-RSRP among multiple time instances and differential L1-RSRP of beams in multiple time instances. Also, for model training of BM-Case1, the latency requirement of beam reporting is relaxed, hence it also can report the measurement results of multiple time instances in one L1-RSRP reporting.
Proposal 6: Regarding NW-side data collection, report the measurement results of multiple time instances in one L1-RSRP reporting can be further considered for overhead reduction.
· RX beam assumption
In RAN1#116 meeting, for NW-sided model, whether to align the Rx information of the measurements between network and UE has been discussed and different views were expressed among companies. In Rel-18, we have evaluated the beam prediction accuracy under different Rx beam assumptions, and obtain the result in Table 2 [3].
[bookmark: _Ref162893319]Table 2 Beam prediction accuracy under different Rx beam assumptions
	
	Rx beam assumption of training
	Rx beam assumption of inference
	Top-1(%)

	Case 1
	best Rx beam
	best Rx beam
	84.84

	Case 2
	random Rx beam
	best Rx beam
	29.63

	Case 3
	random Rx beam
	random Rx beam
	64.39

	Case 4
	best Rx beam & random Rx beam (50%,50%)
	best Rx beam
	68.98


From the evaluation results, it can be seen that if best Rx beam assumption is assumed in both training and inference, the best beam prediction accuracy can be achieved (Case 1). If random Rx beam assumption is assumed in training and best Rx beam assumption is assumed for model inference, the Top-1 beam prediction accuracy is only 29.63% (Case 2). Comparing the result of Case 4 and Case 1, if mixed dataset of best Rx beam assumption and random Rx beam assumption is used in model training, the degradation of beam prediction accuracy is about 16%. It can be concluded that the beam prediction accuracy will be degraded if the Rx information of the measurements is not consistent between training and inference. To ensure the Rx information consistency between training and inference, the network should aware the Rx information of the measurement in training and inference. Hence, it is beneficial to align the Rx information between network and UE.
Proposal 7: For NW-sided model, it is beneficial to align the Rx information of the measurements between network and UE.
2.2. UE-sided model
Regarding data collection for model training, data collection trigged by network and data collection requested from UE can be considered. For the UE-side data collection triggered by network, the network can configure periodic RS measurement, activate semi-static RS measurement or trigger aperiodic RS measurement for UE-side data collection. For the data collection requested from UE, the UE may send a request to network for corresponding RS pattern, and it should be up to gNB to decide whether to transmit RS in response to UE’s request. 
Regardless of UE-side data collection triggered by network or UE, one benefit of AI/ML-based beam management is to reduce RS transmission, thus the RS transmission overhead of UE-side data collection should be considered. There are two potential methods to reduce RS transmission overhead as follows: 
· Option 1: NW sends common RS configuration to different UEs for UE-side data collection
· Option 2: UE requests the preferred RS for data collection from NW pre-configured RS
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Figure 2 Triggering mechanism of UE-side data collection
For Option 1, the network can configure and send common RS to different UEs at a time. The transmitted RS for different UEs can be used for model training and UE can decide whether to measure all or some of the configured RS to train the model. For Option 2, network pre-configures several RS configurations, and UE can request one or multiple preferred RS configurations from network’s pre-configurations. It’s up to network to decide an appropriate time to send RS of the same configuration to different UEs. The above two options can avoid to diverse RS patterns or frequent RS transmissions from network. 
Proposal 8：For UE side data collection, consider the following options for RS overhead reduction in network:
· Option 1: NW sends common RS configuration to different UEs for UE-side data collection;
· Option 2: UE requests the preferred RS for data collection from NW pre-configured RS.
For training data collection for UE-sided model, network requires configuring the resource of Set B and the resource of Set A, the UE performs measurement for Set B and Set A to obtain model input and ground-truth label respectively. One issue is how to indicate the association of Set B and Set A. One potential method is defining the association of Set B and Set A based on CSI resource setting, e.g., indicating the association in CSI-ResourceConfig. Another potential method is defining the association of Set B and Set A based on CSI reporting, e.g. indicating the association in CSI-ReportConfig. Both of the methods can be further considered based on current CSI framework. 
Proposal 9：For UE side data collection, the association of Set B and Set A can be defined based on following methods:
· Based on CSI resource setting;
· Based on CSI reporting.
3. Model inference
3.1. Enhancements for RS configuration
For model inference of both NW-sided model and UE-sided model, network will configure RS of Set B for measurement. In RAN1#116 meeting, it was concluded that for inference of UE sided model, for configuration of Set B, take the current CSI framework as the starting point.
In current CSI framework, the resource for measurement is included in the CSI-ReportConfig, and the resource can be periodic, semi-persistent, or aperiodic. For BM-Case1, the legacy RS configuration can be reused. For BM-Case2, some enhancements can be considered when Set B and Set A are the same.
For BM-Case2, the relationship of Set A and Set B can be:
· Alt. 1: Set A and Set B are different (Set B is NOT a subset of Set A)
· Alt. 2: Set B is a subset of Set A (Set A and Set B are not the same).
· Alt. 3: Set A and Set B are the same. 
For Alt. 1 and Alt. 2, gNB can send the RS of Set B periodically, and the beam prediction can be performed in a sliding window manner. Compared to the non-AI beam management, the RS overhead is reduced since the number of beams in Set B is fewer than that of Set A. But for Alt. 3, sliding window is not needed so that the measurement window and prediction window are not overlapped in time. The RS is only transmitted in the measurement window, and the RS transmission overhead of prediction window can be saved.
An example of beam prediction of 2 future time instances based on 4 historic measurement results is shown in Figure 3. The time domain behavior of the RS transmission is semi-persistent. In legacy, gNB can activate the semi-persistent RS transmission at the beginning of Measurement window1 and deactivate the RS transmission at the end of Measurement window1, and then activate the RS transmission at the beginning of Measurement window2 and deactivate the RS transmission at the end of Measurement window2, and so on. However, the overhead of activation/deactivation command will be large.
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[bookmark: _Ref162891018]Figure 3 BM-Case2 when Set B=Set A 
To avoid frequently sending the activation/deactivation command of semi-persistent RS, gNB can configure the periodicity X of the measurement window, the periodicity Y of the RS transmission and the number of RS transmission within the window. In this way, only RRC configuration is needed, and the overhead of activation/deactivation command can be saved.
Observation 2: For BM-Case2, when Set B and Set A are the same, the RS only needs to be transmitted in the measurement window.
Proposal 10: For BM-Case2, consider RS configuration enhancement at least for the case that Set B and Set A are the same.
3.2. NW-sided model
For NW-sided model, UE needs to report the measurement results of Set B beams to network. For the configuration of RS and the reporting of measurement results, the current CSI framework can be used. In RAN1#116 meeting, it was agreed to report more than 4 beam related information in L1 signaling. Two FFS issues to be discussed are the report content for beam related information and the max number of reported beam related information. 
For the report content for beam related information, UE can report the L1-RSRP from the RS of Set B beams. To reduce the reporting overhead, the overhead reduction mechanisms for data collection of training discussed in Section 2.1 can be reused. 
For the max number of reported beam related information, according to the Rel-18 AI BM evaluations of BM-Case1, the number of beams in Set B can be 8, 16, or even more. In our view, at least 8 can be considered. A larger number will be beneficial for gNB collecting the measurement results in time, and the specific number for reporting can be configured by gNB.
Proposal 11: For NW-sided model of BM-Case1, for inference, support the report of K L1-RSRP values in one reporting, and the max number of K at least can be 8.
In legacy L1-RSRP reporting, UE reports the measurement results of most recent RS transmission occasion no later than the CSI reference resource, or the averaged measurement results over RS transmission occasions no later than the CSI reference resource. That is, UE can report the measurement results of one time instance or the averaged measurement results of multiple time instances. For reporting the L1-RSRP value, if UE reports one L1-RSRP value, the reported L1-RSRP is quantized by a 7-bit value, and if UE reports more than one L1-RSRP values, the largest measured L1-RSRP value is quantized by a 7-bit value and each of the other reported L1-RSRP value is quantized as 4-bit differential L1-RSRP value.
For BM-Case2, the inputs of NW-sided model are multiple historic measurement results. In legacy, to report the measurement results of multiple time instances, multiple reporting instances are needed. For each reporting, the largest L1-RSRP will be quantized to a 7-bit value. To reduce the reporting overhead, it is possible to report the measurement results of multiple time instances in one reporting instance. In such way, the largest measured L1-RSRP over multiple time instances can be quantized to a 7-bit value, and all the other reported L1-RSRP values can be reported as differential L1-RSRP. The max number of reported L1-RSRP values for BM-Case2 should also be discussed.
Proposal 12: For NW-sided model, for inference of BM-Case2, the measurements of multiple past time instances can be reported in one reporting instance.
3.3. UE-sided model
For model inference with UE-sided model, UE measures the RS of Set B beams and predicts the Top-K beams of Set A, and the prediction results will be reported to the network. In legacy L1-RSRP reporting, the UE shall report the L1-RSRP value(s) of the channel measurement resource (CMR) associated with the CSI reporting. However, for AI-based BM, the beam set for measurement (Set B) and the beam set for reporting (Set A) will be different. To inform UE to report the prediction result, the association of Set A and Set B should be indicated to the UE. 
The association of Set A and Set B are also needed for model training. For model training, the measurement results of Set B will be used as model input and the measurement results of Set A will be used as ground-truth label. Hence, the association methods of Set B and Set A are based on the precondition that both resource of Set A and resource of Set B are configured to UE. 
However, for model inference, only the measurement of Set B beams is needed, and the resource or index of Set A beams will be used for reporting. The essential issue is how to represent the resource or index of Set A beams. For inference, since UE will not measure Set A beams, the configuration of RS of Set A beams is not needed. But the RS of Set A beams may be configured to UE for other purpose, e.g., for performance monitoring. In such a case, both the resource set of Set B and the resource set of Set A will be configured to UE. For model inference, the resource set of Set A and the resource set of Set B can be associated with the same CSI reporting, and the two resource sets are for reporting and for measurement, respectively. 
If the performance monitoring is not based on the measurement results of Set A, the resource set of Set A will not be configured to UE. In this case, to represent the index of Set A beams, a pre-defined way can be considered. For example, the index of beams in Set A can be defined as 0 to M-1, where M is the number of beams in Set A. The mapping between the reported index and Tx beams is only known at gNB side. For the association of Set A and Set B, the CSI reporting can be associated with one resource set for measurement (Set B) and one AI model/functionality. From the associated AI model/functionality, UE will know the association and can report the index of predicted Top-K beams of Set A to gNB. 
The above two methods of association of Set A and Set B are shown in Figure 4. If the resource set of Set A is configured, CSI reporting #n can be associated with resource set #s and resource set #j, where resource set #s is for measurement (Set B) and resource set #j is for reporting (Set A). If the resource set of Set A is not configured, CSI reporting #n is associated with resource set #s and AI model/functionality #f. For AI model/functionality #f, the numbers of beams in Set B and Set A are 8 and 32, respectively. For CSI reporting #n, UE will use the measurement of resource set #s as model input to execute AI/ML operations, and report the index of predicted Top-K beam(s) from index 0 to 31.
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[bookmark: _Ref162891674]Figure 4 The association of Set B and Set A: (a) The resource set of Set A is configured; (b) The resource set of Set A is not configured
Proposal 13: For inference of UE-sided model, the following methods can be considered for the association of Set A and Set B.
· If the resource set of Set A is configured to UE (e.g., for performance monitoring), the resource set of Set B and Set A can be associated with the same CSI reporting ;
· If the resource set of Set A is not configured to UE (e.g., for performance monitoring), the resource set of Set B and the AI model/functionality can be associated with the same CSI reporting.
For the content in the report of inference results, it was agreed to report the beam information on predicted Top K beam(s) among a set of beams (Opt 1) or beam information on predicted Top K beam(s) among a set of beams and RSRP of predicted Top K beam(s) among a set of beams (Opt 2). The FFS issues include the beam information and the definition of reported RSRP.
For the beam information, it can be the RS indicator(s) or the pre-defined beam index of the predicted Top K beam(s), which one to be used for reporting is related to whether the resource set of Set A is configured to UE, as we discussed previously.
For the definition of reported RSRP, if the predicted Top-K beams are in Set A not in Set B, predicted L1-RSRP can be reported, and if the predicted Top-K beams are in Set B, either the measured L1-RSRP or predicted L1-RSRP can be reported, which can be configured by gNB. During the discussion of Rel-18 AI/ML, some companies argued that the predicted L1-RSRP may not be accurate. In our view, if there is large difference between the predicted L1-RSRP and the ideal L1-RSRP, the performance degradation will be realized by performance monitoring procedure. 
Another FFS is report other information including the following options
· Opt 3: Beam information on predicted Top K beam(s) among a set of beams and probability information of predicted Top K beam(s) among a set of beams
· FFS on the quantization method of probability information
· Probability information is the probability of the beam to be the Top 1 or Top K beam
· Opt 4: Beam information on predicted Top K beam(s) among a set of beams, RSRP of predicted Top K beam(s) among a set of beams, and confidence information of the RSRP
· FFS on definition of reported RSRP 
· FFS on the definition and quantization method of confidence information
For Opt 3, the probability information is the probability of the beam to be the Top 1 or Top K beam, but how to get the actual probability for each model inference is not clear. For classification model, the model can output the probability of the beam to be the Top 1 beam, but whether the probability is reliable is unknown. It is possible that the probability of the beam to be the Top 1 is not high but the prediction is correct. For Opt 4, both the definition and the scheme to obtain the confidence/probability information related to the predicted result are still FFS. The motivation and benefit of Opt 4 are not clear. 
Proposal 14: For UE-sided model, at least for BM-Case1, for report content of inference results, the reported beam information can be the RS indicator(s) or the pre-defined beam index of the predicted Top K beam(s).
Proposal 15: For UE-sided model, at least for BM-Case1, for report content of inference results, the reported RSRP of predicted Top K beam(s) can be 
· Predicted L1-RSRP , if the predicted Top-K beams are in Set A not in Set B;
· Measured L1-RSRP or predicted L1-RSRP, if the predicted Top-K beams are in Set B, and can be configured by the network.
For BM-Case2, reporting the predicted beams of multiple future time instances in one reporting instance can be considered. Moreover, the Top-K beam(s) for a period of time will not be randomly changed due to temporal correlation. For example, the Top-K beam(s) of time instance T+1 could be the neighboring beams of the Top-K beam(s) of time instance T. By using the temporal correlation of predicted Top-K beam(s) between adjacent time instances, the method for reducing the reporting overhead of Top-K beam(s) index for multiple time instances can be considered. For example, when reporting the Top-K beam(s) of time instance T+1, UE can report the beam index offset between the Top-K beam(s) of time instance T+1 and Top-K beam(s) of T.
Proposal 16: For BM-Case2 with a UE-side model, consider reporting the predicted beams of multiple future time instances in one reporting instance.
· To reduce the reporting overhead, the temporal correlation of the predicted beams of multiple time instances can be considered.
3.4. Beam indication
In legacy beam indication, the QCL relationship is indicated to UE via TCI indication. The indicated TCI state can be known or unknown TCI state, and the TCI state switching delay requirements for known and unknown TCI state are defined in TS 38.133[4]. If the beam(s) in Set A not in Set B is indicated to UE, the indicated TCI state may be an unknown TCI state, and the legacy requirements can be reused.
For BM-Case2, one open issue discussed in Rel-18 is whether to indicate TCI states of multiple time instances using single beam indication. Before we dive into the mechanism of enhancements for TCI state indication, we should make clear the motivation and benefit. The potential advantage for indicating multiple time instances may be overhead reduction of indication signaling. But we think it only makes sense when there is no PDSCH transmission.
For example, for unified TCI framework, if there is no PDSCH transmission when the optimal beam between gNB and UE is changed, the network will indicate the corresponding TCI state to UE via a DCI without DL assignment. If a UE is moving with high speed, the optimal beam between gNB and UE can be changed frequently, and the network needs to frequently send DCIs without DL assignment to indicate the new TCI states. If TCI states of multiple time instances can be indicated by a single TCI indication signaling, the DCI without DL assignment can be send less frequently, and then the DCI overhead can be reduced. However, if there is PDSCH for transmission, the gNB will send DCI with DL assignment to UE, and the TCI field will always be present in DCI. In such a case, the DCI overhead cannot be reduced. 
Another important issue to be considered is the TCI indication flexibility. If gNB indicates TCI states of multiple time instances using single beam indication, the beam application time for each TCI state should also be pre-defined or indicated to UE. Before applying the beam, the network may decide to change the Tx beam for transmissions. As shown in Figure 5, the AI/ML model can predict the optimal beam of 4 future time instances T5, T6, T7, T8 based on the measurement results of T1, T2, T3, and T4. After model inference, the network sends TCI state indication 1 to inform UE the TCI states of T5, T6, T7, and T8. If the network decides to change the TCI states of T7 and T8 before the beam application time of T7 and T8, the network will send TCI state indication 2 to update the TCI states of T7 and T8. How to overwrite the TCI state before it applies should be studied. 
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[bookmark: _Ref162601765]Figure 5 TCI state indication of multiple time instances
Proposal 17: For beam indication of BM-Case2, when studying TCI state indication of multiple future time instances using single indication signaling, the benefit, necessity, and TCI indication overwriting scheme should be considered.
4. Performance monitoring
4.1. Performance metric
The following performance metrics have been provided for performance monitoring of BM-Case1 and BM-Case2 [2].
	For the performance monitoring of BM-Case1 and BM-Case2:
-	Performance metric(s) with the following alternatives:
-	Alt.1: Beam prediction accuracy related KPIs, e.g., Top-K/1 beam prediction accuracy
-	Alt.2: Link quality related KPIs, e.g., throughput, L1-RSRP, L1-SINR, hypothetical BLER
-	Alt.3: Performance metric based on input/output data distribution of AI/ML 
-	Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP 


For the above metrics, Alt.2 can be used to monitor the AI model/functionality by network implementation. For Alt.3, the specific metric is not clear, and it needs evaluation to justify the effectiveness if any specific metric is proposed. Alt.1 and Alt.4 are the intermediate KPIs of the AI model/functionality. For Alt.1, it can directly represent the beam prediction performance. The beam prediction accuracy related KPIs include Top-1 beam prediction accuracy, Top-K/1 beam prediction accuracy, Top-1/K beam prediction accuracy and Top-1 beam prediction accuracy within 1 dB margin. We think all these KPIs can be used for performance monitoring, and the specific metric can be configured by the network. 
For Alt.4, we have conducted some evaluations to verify whether the L1-RSRP difference will be changed when the prediction accuracy of AI/ML model is evidently reduced. In our simulations, we consider two different generalization cases. One is AI/ML model generalized from UMi scenario to UMa scenario, and the other one is AI/ML model generalized from Set B fixed pattern 1 to Set B fixed pattern 2. The evaluation results are summarized in Table 3.
[bookmark: _Ref157453258]Table 3 Evaluation results for BM-Case1 with generalization
	Training data
	UMi
	UMi
	Set B pattern 1
	Set B pattern 1

	Testing data
	UMi
	UMa
	Set B pattern 1
	Set B pattern 2

	Top-1(%)
	95.35
	84.04
	90.38
	45.28

	L1-RSRP diff of Set B (dB)
	0.212
	0.943
	0.318
	3.741

	L1-RSRP diff of predicted Top-1 beam (dB)
	0.427
	1.344
	0.655
	5.542

	L1-RSRP diff of predicted Top-2 beams (dB)
	0.438
	1.359
	0.705
	5.062


In Table 3, we show the KPIs of Top-1 beam prediction accuracy, L1-RSRP difference of beams in Set B, L1-RSRP difference of predicted Top-1 beam, and L1-RSRP difference of predicted Top-2 beams. It can be observed that when the Top-1 beam prediction accuracy decreased from 95.34% to 84.04%, the L1-RSRP difference increased accordingly. More obvious increase of L1-RSRP difference can be observed when the Top-1 beam prediction accuracy decreased from 90.38% to 45.28%. It indicates that the L1-RSRP difference will be increased when the beam prediction accuracy is decreased. Hence, it is able to use L1-RSRP difference as the metric of performance monitoring. 
Observation 3: The L1-RSRP difference of measured RSRP and predicted RSRP Performance can reflect the beam prediction accuracy.
From our simulations, both the L1-RSRP difference of beams in Set B and L1-RSRP difference of predicted Top-1/Top-2 beams can reflect the decrease of beam prediction accuracy. The motivation of using Alt.4 as performance metric is to avoid transmitting RS with all beams in Set A, which requires large RS overhead. For BM-Case1, if L1-RSRP difference of beams in Set B is used as the performance metric, the gNB only needs to transmit RS with Set B beams for model inference and performance monitoring, and no additional RS transmission is needed. If L1-RSRP difference of predicted Top-K beam(s) is used as the performance metric, the gNB needs to transmit RS with the predicted Top-K beams after AI/ML model inference. For UE-sided model, if the L1-RSRP difference of predicted Top-K beams is used as the performance metric, UE needs to report the prediction result to gNB, and then gNB can send the aperiodic RS of the reported Top-K beams. 
For BM-Case2, if L1-RSRP difference of beams in Set B or L1-RSRP difference of predicted Top-K beam(s) is used as performance metric, gNB needs to transmit the corresponding RS at time instances in the prediction window, the metric with less RS transmission overhead and reporting overhead can be adopted. 
Proposal 18: For performance monitoring of BM-Case1 and BM-Case2, the following performance metrics can be supported：
· Alt.1: Beam prediction accuracy related KPIs;
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP.
Proposal 19: For performance monitoring of BM-Case1, L1-RSRP difference of beams in Set B can be considered as the performance metric with the benefit of RS overhead and reporting overhead reduction.
4.2. NW-sided model
For performance monitoring of NW-sided model, network monitors the performance metric and makes decision of LCM operations, such as model/functionality activation/deactivation/fallback operations. For calculating the performance metric, UE needs to report benchmark/reference to network. The specific reporting contents are related to the performance metric and can be configured by the network. We summarize the reporting contents for calculating different performance metrics in Table 4. It can be noted that some new reporting quantity (e.g., the RS indicators corresponding to the beams within 1 dB margin of ideal Top-1 beam) might be needed.
[bookmark: _Ref157516055]Table 4 Reporting contents for different performance metrics
	Performance metrics
	Reporting contents of benchmark/reference 

	Top-1 beam prediction accuracy
	The RS indicator corresponding to the ideal Top-1 beam

	Top-K/1 beam prediction accuracy,
	The RS indicator corresponding to the ideal Top-1 beam

	Top-1/K beam prediction accuracy
	The RS indicators corresponding to the ideal Top-K beams

	Top-1 beam prediction accuracy within 1 dB margin
	The RS indicators corresponding to the beams within 1 dB margin of ideal Top-1 beam

	L1-RSRP difference of Set B
	Measured L1-RSRP of beams in Set B

	L1-RSRP difference of predicted Top-K beams
	Measured L1-RSRP of predicted Top-K beams


Since the performance metric should be calculated based on sufficient prediction results and corresponding benchmarks/references, the latency requirement of reporting for performance monitoring is not as critical as the reporting for model inference. Therefore, gNB can configure UE to report multiple measurement results of benchmarks/references in one reporting instance to avoid frequent reporting.
Proposal 20: For performance monitoring of NW-sided model, the enhancements of report contents can be considered, where the report contents are relevant to the performance metric and can be configured by the network. 
Proposal 21: For performance monitoring of NW-sided model, UE can report multiple measurement results of benchmarks/reference in one reporting instance.
4.3. UE-sided model
For performance monitoring of UE-side model, the following performance monitoring types have been discussed in Rel-18 [2].
	For BM-Case1 and BM-Case2 with a UE-side AI/ML model:
-	Type 1 performance monitoring: 
-	Configuration/Signalling from gNB to UE for measurement and/or reporting
-	UE may have different operations 
-	Option 1 (NW-side performance monitoring): UE sends reporting to NW (e.g., for the calculation of performance metric at NW) 
-	Option 2 (UE-assisted performance monitoring): UE calculates performance metric(s), either reports it to NW or reports an event to NW based on the performance metric(s) 
-	Indication from NW for UE to do LCM operations 
-	Note: At least the performance and reporting overhead of model monitoring mechanism should be considered
-	Type 2 performance monitoring: 
-	Indication/request/report from UE to gNB for performance monitoring 
-	Note: The indication/request/report may be not needed in some case(s)
-	Configuration/Signalling from gNB to UE for performance monitoring measurement and/or reporting
-	If it is for UE side model monitoring, UE makes decision(s) of model selection/activation/ deactivation/switching/fallback operation
-	Mechanism that facilitates the UE to detect whether the functionality/model is suitable or no longer suitable


For Type 1 performance monitoring, two different options have been discussed for calculating the performance metric. For Option 1, UE sends reporting to NW and network calculates the performance metric. For reporting, both the inference result and reference/benchmark for calculating the performance metric will be reported to the network. The result can be reported on per sample based or multiple samples based. For example, gNB can configure the resource set of Set B and resource set of Set A to UE, both of the two resource sets are periodic with the periodicity of P1. The periodicity of reporting for performance monitoring is configured with periodicity of P2. If P2 is 10 times of P1, whether the UE will report all the 10 times measurement results or only report some selected measurement results to the network should be considered.  
For Option 2, UE calculates performance metric and reports the metric or an event to network. If UE reports performance metric to UE, how to define the reported contents should be considered. For example, the reported contents can be the statistics of the performance metric based on the measurement results over a period of time. For Option 2 with event-based reporting, the specific events to trigger the reporting and the uplink resource for event-based reporting need to be discussed. The event can refer to the beam failure detection, e.g., the number of the performance metric larger than or lower than a threshold exceeds a per-defined /configured value in period of time
Proposal 22: For Type 1 performance monitoring of Option 1, whether the results can be reported on per sample based or multiple samples based can be considered.
Proposal 23: For Type 1 performance monitoring of Option 2, consider the following aspects:
· the report contents, e.g., the statistic of the performance metric;
· the specific events and uplink resources for event-based reporting.
For Type 2 performance monitoring, UE can send request signaling to gNB for performance monitoring. The purpose of the request signaling is to request the required RS for performance monitoring. Then, gNB can response to UE’s request and transmit the corresponding RS to UE. For UE-side model monitoring, UE can makes decision(s) of model selection/activation/ deactivation/switching/fallback operation, but the decision should be reported to the network and confirmed by the network. Otherwise, the network may not send the RS pattern or relevant RRC parameters needed at the UE side. For example, the RS configuration and beam reporting for legacy beam management may be different from that of activated AI/ML models, if UE makes decision to fallback to legacy beam management, it should report it to the network and network can reconfigure the relevant RRC parameters.  
Proposal 24: For Type 2 performance monitoring for UE-sided model, the request signaling for performance monitoring should indicate the required RS for performance monitoring.
Proposal 25: For Type 2 performance monitoring for UE-side model monitoring, UE can recommend a LCM decision and the final decision should be made by NW to avoid misunderstanding between UE and NW.
5. NW-side additional condition
It is noted that ensuring consistency of NW-side additional conditions across training and inference is beneficial for AI/ML model performance. To investigate how to ensure the NW-side additional conditions, we should first identify which NW-side additional conditions could impact the AI/ML model performance. 
The evaluation results of Rel-18 AI BM show significant performance degradation when training and inference are under different gNB antenna array dimensions or DL Tx beam codebooks. Besides Tx beam codebook, the patterns/associations of Set B and Set A beams should also be consistent. For example, during the data collection for model training, Set B beams consist of 8 beams selected from Set A. To ensure the performance, the same 8 beams should be used for model inference. Furthermore, if both the Tx beam codebook and Set B/Set A patterns are consistent, the order of model input and model output also need to be consistent across training and inference. For example, Set A consists of 8 horizontal beams and 4 vertical beams indexed from 1 to 32, and Set B consists of 8 beams selected from Set A as shown in Figure 6. During data collection for training, gNB transmits the RS with Set B beams, and the measured L1-RSRP values for Set B beams are inputted to AI/ML model as the order of {RSRP-beam 1, RSRP-beam 17, RSRP-beam 6, RSRP-beam 22, RSRP-beam 11, RSRP-beam 27, RSRP-beam 16, RSRP-beam 32}. For model inference, the order of L1-RSRP values of Set B beams inputted to the AI/ML model should be the same. If the L1-RSRP values are inputted as a different order, e.g.{ RSRP-beam 1, RSRP-beam 6, RSRP-beam 11, RSRP-beam 16, RSRP-beam 17, RSRP-beam 22, RSRP-beam 27, RSRP-beam 32},the prediction accuracy will be decreased.
[image: ]
[bookmark: _Ref157528108]Figure 6 Set B beams selected from Set A
Proposal 26: The following additional conditions could impact the AI/ML model performance if they are not consistent between training and inference:
· Tx beam codebook;
· Association of Set B and Set A;
· The order of model input and model output.
To ensure the consistency between training and inference regarding NW-side additional conditions, the following four potential approaches have been identified [2].
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
Regarding model identification and model transfer, there are still part of study objectives of Rel-19 AI and will be discussed in other agenda item. We prefer not to discuss them in AI BM agenda until the procedures for them are clear.
To ensure Tx beam codebook consistency, the beam codebook information with preserving privacy information can be provided to UE, e.g., Tx beam codebook size. If Set A for model training consists of 4 vertical beams and 8 horizontal beams and Set A for model inference consists of 2 vertical beams and 16 horizontal beams, it is very likely that the beam prediction accuracy will not be satisfactory. However, even if the Tx beam codebook size is the same across training and inference, it cannot strictly ensure the codebook consistency, hence a monitoring procedure can be conducted to assess the model performance. The information of Tx beam codebook size can be used to determine whether the monitoring is necessary. If the Tx beam codebook size is not the same for training and inference, it can be expected that beam prediction accuracy will not be high, and it is unnecessary to trigger the monitoring.
Proposal 27: To ensure the consistency between training and inference, gNB can provide the beam codebook information with preserving privacy information to UE, e.g. the number of vertical beams and the number of horizontal beams of the Tx beam codebook.
Proposal 28: To ensure the consistency between training and inference, consider triggering the monitoring when NW-side additional condition (e.g., Tx beam codebook size) is consistent across training and inference to avoid unnecessary monitoring.   
For the consistency of patterns/association of Set B and Set A, the essence is to ensure the spatial relationship of Set B beams and Set A beams. One possible way is to use the QCL relation of RS with Set B beams and Set A beams to represent the spatial relationship. For example, the QCL relation of RS with Set B beams used for model training can be reported to the network in functionality identification. Then, gNB will configure the QCL of RS with Set B beams accordingly for model inference.
Proposal 29: To ensure the consistency of patterns/association of Set B and Set A, the QCL relation of RS with Set B beams and Set A beams can be considered. 
[bookmark: _GoBack]For the consistency of model input/output order, we think the mapping rule between RS and Tx beams can be pre-defined such that different gNBs can use the same mapping rule, and the L1-RSRP values of the Tx beams can be inputted to the AI/ML model in a pre-defined order, e.g., in the order that the RS configured in the RS set.  For example, gNB1 and gNB2 use the same DL Tx beam codebook as shown in Figure 6, and both gNB1 and gNB2 configure RS set: {RS0, RS1, RS2, RS3, RS4, RS5, RS6, RS7}. For gNB1, the configured RS resources mapped to {beam 1, beam 17, beam 6, beam 22, beam 11, beam 27, beam 16, beam 32}, and for gNB2, the configured RS resources mapped to {beam 1, beam 6, beam 11, beam 16, beam 17, beam 22, beam 27, beam 32}. The UE measures the RS set transmitted from gNB1 for model training and measures the RS set transmitted from gNB2 for model inference. Although UE inputs the L1-RSRP values to the AI/ML model in the same order as the RS configured in the RS set, the beam order for model input are different under gNB1 and gNB2 configuration. Hence, the beam prediction accuracy will be decreased. 
Proposal 30: To ensure the consistency of model input/output order, the mapping rule between RS and Tx beams can be pre-defined. 
6. Functionality identification
In Rel-18, the following aspects of BM-specific conditions/additional conditions for functionality(ies) and/or model(s) are considered [2].
	-	information regarding model inference 
-	Set A / Set B configuration
-	performance monitoring
-	data collection
-	assistance information


Functionality identification is a procedure of identifying AI/ML functionality from UE to network, and then network can configure the relevant RRC parameters to operate the AI/ML functionality related LCM. For the above aspects, the necessities of data collection and assistance information for relevant RRC parameters configuration are not fully clear. For information regarding model inference, Set A/Set B configuration and performance monitoring, at least the following detailed conditions of BM-Case1 and BM-Case2 can be considered.
· Information regarding model inference 
· Functionality usage : spatial/time domain prediction
· Set A and Set B relationship: Set A=Set B, Set B is subset of Set A, Set B and Set A are different
· Model output type: possibility(classification model) or predicted RSRP (regression model) 
· Set A / Set B configuration
· Size of Set B and Set A
· QCL relation of Set B and Set A (this represents the association/mapping of Set B and Set A)
· For BM-Case2, the periodicity and time instances for measurement, the periodicity and time instances for prediction
· Performance monitoring
· Supported monitoring Type: Type 1, Type 2
· Performance metric (if supports Type 2 performance monitoring)
Proposal 31: For functionality identification of BM-Case1 and BM-Case2, the following conditions can be considered:
· Information regarding model inference (functionality usage, Set A and Set B relationship, model output type);
· Set A / Set B configuration (Size of Set B and Set A, QCL relation of Set B and Set A, the periodicity and time instances for measurement and prediction );
· Performance monitoring (monitoring Type, performance metric).
7. Conclusion
In this contribution, we discuss the specification support for AI/ML-based beam management. The observations and proposals are summarized as follows.
Observation 1: For reporting overhead reduction, if reporting L1-RSRP values larger than a threshold (Alt.2) is applied, it may require a large spec effort. 
Observation 2: For BM-Case2, when Set B and Set A are the same, the RS only needs to be transmitted in the measurement window.
Observation 3: The L1-RSRP difference of measured RSRP and predicted RSRP Performance can reflect the beam prediction accuracy.
Proposal 1: For NW-sided model, at least for BM-Case1, training data collection content should consider the following options:
· Opt. 1: L1-RSRP from resource of Set B and L1-RSRP from resource of Set A;
· For the case Set B is a subset of Set A, Opt. 1 can be L1-RSRP from resource of Set A  
· Opt. 2: L1-RSRP from resource of Set B and Top-K beam related information among beams of Set A.
Proposal 2: For NW-sided model, at least L1 signaling can be considered for reporting the contents of training data.
Proposal 3: For NW-sided model, for the case Set A and Set B are different, the measurements from Set A and measurements from Set B can be conveyed via multiple reports, respectively.
Proposal 4: For NW-sided model, for the case Set B is a subset of Set A, the measurements can be conveyed in one report.
Proposal 5: Regarding NW-side data collection of BM-Case1 and BM-Case2, the following alternatives on overhead reduction can be considered:
· Alt.1: Reporting Top-N L1-RSRP values; 
· Alt.3: Omission the index of RS, e.g., reporting the L1-RSRP in order;
· Alt.4: Larger quantization step for reporting differential L1-RSRP.
Proposal 6: Regarding NW-side data collection, report the measurement results of multiple time instances in one L1-RSRP reporting can be further considered for overhead reduction.
Proposal 7: For NW-sided model, it is beneficial to align the Rx information of the measurements between network and UE.
Proposal 8：For UE side data collection, consider the following options for RS overhead reduction in network:
· Option 1: NW sends common RS configuration to different UEs for UE-side data collection;
· Option 2: UE requests the preferred RS for data collection from NW pre-configured RS.
Proposal 9：For UE side data collection, the association of Set B and Set A can be defined based on following methods:
· Based on CSI resource setting;
· Based on CSI reporting.
Proposal 10: For BM-Case2, consider RS configuration enhancement at least for the case that Set B and Set A are the same.
Proposal 11: For NW-sided model of BM-Case1, for inference, support the report of K L1-RSRP values in one reporting, and the max number of K at least can be 8.
Proposal 12: For NW-sided model, for inference of BM-Case2, the measurements of multiple past time instances can be reported in one reporting instance.
Proposal 13: For inference of UE-sided model, the following methods can be considered for the association of Set A and Set B.
· If the resource set of Set A is configured to UE (e.g., for performance monitoring), the resource set of Set B and Set A can be associated with the same CSI reporting ;
· If the resource set of Set A is not configured to UE (e.g., for performance monitoring), the resource set of Set B and the AI model/functionality can be associated with the same CSI reporting.
Proposal 14: For UE-sided model, at least for BM-Case1, for report content of inference results, the reported beam information can be the RS indicator(s) or the pre-defined beam index of the predicted Top K beam(s).
Proposal 15: For UE-sided model, at least for BM-Case1, for report content of inference results, the reported RSRP of predicted Top K beam(s) can be 
· Predicted L1-RSRP , if the predicted Top-K beams are in Set A not in Set B;
· Measured L1-RSRP or predicted L1-RSRP, if the predicted Top-K beams are in Set B, and can be configured by the network.
Proposal 16: For BM-Case2 with a UE-side model, consider reporting the predicted beams of multiple future time instances in one reporting instance.
· To reduce the reporting overhead, the temporal correlation of the predicted beams of multiple time instances can be considered.
Proposal 17: For beam indication of BM-Case2, when studying TCI state indication of multiple future time instances using single indication signaling, the benefit, necessity, and TCI indication overwriting scheme should be considered.
Proposal 18: For performance monitoring of BM-Case1 and BM-Case2, the following performance metrics can be supported：
· Alt.1: Beam prediction accuracy related KPIs;
· Alt.4: The L1-RSRP difference evaluated by comparing measured RSRP and predicted RSRP.
Proposal 19: For performance monitoring of BM-Case1, L1-RSRP difference of beams in Set B can be considered as the performance metric with the benefit of RS overhead and reporting overhead reduction.
Proposal 20: For performance monitoring of NW-sided model, the enhancements of report contents can be considered, where the report contents are relevant to the performance metric and can be configured by the network. 
Proposal 21: For performance monitoring of NW-sided model, UE can report multiple measurement results of benchmarks/reference in one reporting instance.
Proposal 22: For Type 1 performance monitoring of Option 1, whether the results can be reported on per sample based or multiple samples based can be considered.
Proposal 23: For Type 1 performance monitoring of Option 2, consider the following aspects:
· the report contents, e.g., the statistic of the performance metric;
· the specific events and uplink resources for event-based reporting.
Proposal 24: For Type 2 performance monitoring for UE-sided model, the request signaling for performance monitoring should indicate the required RS for performance monitoring.
Proposal 25: For Type 2 performance monitoring for UE-side model monitoring, UE can recommend a LCM decision and the final decision should be made by NW to avoid misunderstanding between UE and NW.
Proposal 26: The following additional conditions could impact the AI/ML model performance if they are not consistent between training and inference:
· Tx beam codebook;
· Association of Set B and Set A;
· The order of model input and model output.
Proposal 27: To ensure the consistency between training and inference, gNB can provide the beam codebook information with preserving privacy information to UE, e.g. the number of vertical beams and the number of horizontal beams of the Tx beam codebook.
Proposal 28: To ensure the consistency between training and inference, consider triggering the monitoring when NW-side additional condition (e.g., Tx beam codebook size) is consistent across training and inference to avoid unnecessary monitoring.
Proposal 29: To ensure the consistency of patterns/association of Set B and Set A, the QCL relation of RS with Set B beams and Set A beams can be considered. 
Proposal 30: To ensure the consistency of model input/output order, the mapping rule between RS and Tx beams can be pre-defined. 
Proposal 31: For functionality identification of BM-Case1 and BM-Case2, the following conditions can be considered:
· Information regarding model inference (functionality usage, Set A and Set B relationship, model output type);
· Set A / Set B configuration (Size of Set B and Set A, QCL relation of Set B and Set A, the periodicity and time instances for measurement and prediction );
· Performance monitoring (monitoring Type, performance metric).
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