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1. Introduction
[bookmark: _Hlk30969022]As a promising technology, AI/ML based solutions have been widely deployed and have shown impressive performance in various areas, e.g., computer vision (CV), speech recognition, natural language processing (NLP), language translation and so on. 
Motivated by the great success of AI/ML in the afore-mentioned areas, 3GPP also started study on AL/ML for wireless communications in various working groups. One of the key projects is the new study item (SI) on AI/ML for NR air interface in Rel-18 [1]. This SI had an extensive investigation on the potential benefits of AI/ML and a comprehensive study on the framework/procedures supporting AI/ML operations in NR air interface, with the focus on the following six representative sub-use cases: 
· Spatial-frequency domain CSI compression
· Time domain CSI prediction
· Spatial domain downlink beam prediction
· Temporal downlink beam prediction
· Direct AI/ML positioning 
· AI/ML assisted positioning. 
Based on the outputs of the Rel-18 SI on AI/ML for NR air interface, RAN#102 approved a corresponding work item (WI) to introduce AI/ML operations for NR air interface and to further study advanced features as well [2], where the objectives related to AI-based positioning are tasked as normative work. During the previous meeting, some progress has made on AI-based positioning and some typical agreements are showed as below [5]:
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.
Agreement
For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
· timing information;
· paired timing information and power information.
Agreement
For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
· timing information;
· paired timing information and power information.
Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.
Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


In this contribution, we will continue discussing various aspects of the specification impacts for AI-based positioning accuracy enhancement, e.g., data collection, model inference, functionality/model monitoring, functionality/model selection/activation/deactivation/fallback and so on. Based on the discussions, we also propose detailed designs to facilitate/enable AI-based positioning operations. 
Discussion
During the Rel-18 SI on AI/ML for NR air interface, the following five cases were identified and studied for AI-based positioning accuracy enhancement:
· [bookmark: _Hlk158136344]Case 1: UE-based positioning with UE-side model, direct AI/ML or AI/ML assisted positioning
· Case 2a: UE-assisted/LMF based positioning with UE-side model, AI/ML assisted positioning 
· Case 2b: UE-assisted/LMF based positioning with LMF-side model, direct AI/ML positioning
· Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
Due to the limited time of Rel-19 WI, the priorities for these five cases are set in the Rel-19 WID as below [2]:
· The first priority: Case 1, Case 3a, Case 3b
· The second priority: Case 2a, Case 2b

Consistency between training and inference
As a common understanding, the consistency of training dataset and the real dataset for AI model inference is critical to ensure the good performance of a trained AI/ML model. Otherwise, the performance of the trained AI model will degrade significantly and it cannot be practically deployed for commercial case(s). Thus, it is beneficial to consider some mechanism(s) to ensure this kind of consistency for AI model for positioning. In the Rel-19 WID, there is a dedicated objective for this issue:
	· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases


Among the afore-mentioned five cases for AI-based positioning, Case 1 and Case 2a are using UE-side AI model. Thus, some mechanism is needed to ensure the consistency of UE-side AI model for Case 1 and Case 2a. In theory, there are many aspects that may impact the applicability and/or performance of UE-side AI model, e.g.,
· Number of the TRPs
· Location of TRPs
· The beams underlaying the positioning RS
· Scenario/Area
· …

Meanwhile, it is required to preserve the propriety and confidential information of network vendors and operators. As a result, many aspects should not be disclosed, e.g., deployment of TRPs, beam patterns at NW and so on. Thus, one compromised way is to introduce some logic information (e.g., in form of identification) to ensure that the dataset (or scenarios) for training is consistent with that for inference. One example is illustrated as below:
1. The network in Area X can indicate an ID (noted by X’) for data collection for UE-side AI model and the ID X’ is associated to some positioning configuration
2. UE-side AI model (noted by X’’) is trained based on corresponding collected data.
· The AI model X’’ may also use additional data other that corresponding to X’
3. When UE enters into Area X and also gets the same ID, it will know the trained AI model X’’ can be used for the associated positioning configuration in this area. 
4. When UE enters into Area X and gets a different ID, it will know the trained AI model may not be suitable for the associated positioning configuration in this area. 
In this example, the ID is implicitly associated with Area X if different IDs are used for different areas. That means whenever UE gets the indication of ID X’, it can use the AI model X’’ and doesn’t need to care about the area where it is in this case. 
Another example takes the same first two steps and different subsequent steps:
1. The network in Area X can indicate an ID (noted by X’) for data collection for UE-side AI model and the ID X’ is associated to some positioning configuration
2. UE-side AI model (model ID is X’’) is trained based on corresponding collected data.
· The AI model X’’ may also use additional data other that corresponding to X’
3. UE and NW align the same understanding on model X’’ via model identification procedure.
· The ID X’ is associated with model ID X’’ 
4. NW can ask UE to activate Model X’’ via signing of model ID X’’ 
In these two examples, the same indication is needed for data collection.
[bookmark: _Hlk159169292]Proposal 1: For AI/ML based positioning of Case 1 and Case 2a, some indication (e.g., in form of configuration ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· e.g., the ID can be a special ID for positioning configurations, and can be indicated to differentiate the associated training data
· The proprietary information of network should not be disclosed.   

Measurement enhancement
During the Rel-18 study item, there were intensive discussions on potential enhancement on the measurement and lots of evaluation were carried out to show the performance of various alternatives. 
For UE-assisted/LMF based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b), different types of measurement were discussed and evaluated:
New type of measurement: CIR, PDP, DP
Existing measurement: RSRP, RSRPP, RSTD
In RAN1#116 meeting, it was agreed that at least the following types of time domain channel measurement are supported for reporting
Timing information
Paired timing information and power information.
Based on the afore-mentioned agreement, the reporting based on DP and PDP can be supported. The remaining issue is whether CIR reporting is supported or not.
Based on the extensive evaluations, the performance of CIR that has the largest overhead but only show limited accuracy improvement compared to the RSTD without the reporting of measurement results for additional paths. That is to say, even if with the lowest overhead based on legacy RSTD reporting, the AI-based positioning can achieve almost the same accuracy of CIR-based solution. Moreover, the key information has been included in the power information and timing information. The additional information provided by phase is marginal. Thus, from our perspective, although larger overhead is introduced, CIR-based reporting doesn’t provide justified performance gain. 
During previous RAN1 meeting(s), it was also quite controversial on CIR-based reporting (or phase information-based reporting).  Many aspects were suggested to be considered when study CIR-based reporting, e.g., tradeoff of performance and overhead, impact of implementation, spec impacts and so on.
Based on the above discussions and observations, we think the existing measurements and the new reporting based on timing information/power information are sufficient for Case 2b and Case 3b. Furthermore, there is also no need of phase information for other cases. Thus, we prefer not to support the reporting of phase information on top of that.  
Proposal 2: For R19 AI-based positioning, NOT support the reporting based on phase information (in additional to timing information and power information).
Regarding the time domain channel measurement, there are potential two different ways to get the measurement:
Alternative (a): Sample-based measurement
Alternative (b): Path-based measurement
Alt. b is a traditional way that UE/gNB will proceed the “raw data” to extract the paths. It has been used widely in NR positioning. E.g., used for the reporting of multiple paths. Its potential advantage is the lower overhead of reporting. In contract, Alt. a is likely a measurement with raw data without further processing. The pros and cons of Alternative (a) are as below:
Pros
· More information as the measurement results are “raw data”
· Less complexity at UE/gNB since they don’t need to extract the paths 
Cons
· May lead to larger reporting overhead 
Meanwhile, some companies also show some performance gain of Alt. a. By considering these aspects, we suggest to support Alt. a for the time domain channel measurement.
Proposal 3: In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support sample-based measurements where the timing information is an integer multiple of sampling periods (Alternative (a)) 
·  Applicable to UE-assisted/LMF based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)

For UE-assisted/LMF based positioning with UE-side model (Case 2a) and NG-RAN node assisted positioning with gNB-side model (Case 3a), there were also many discussions on new type(s) of measurements and existing measurements. Similarly, the feasibility/benefits of new measurement type(s) have not be justified. 
In RAN1#116 meeting, it was agreed to reuse the existing measurement types for Case 2a and Case 3a, i.e., LOS/NLOS indicator and/or timing information.  During the positioning procedure, a UE or gNB may temporally not be able to use AI model to generate the reported measurement results due to various factors, e.g., power consumption, bad performance of AI model, and so on. In this case, UE/gNB can use legacy method (i.e., non-AI method) to generate reported results. If the network (e.g., LMF) knows the reported results are based on AI method or non-AI method, it may re-configure the UE/gNB for better operation. Thus, it would be beneficial for the reporting to include some information to indicate the reported results are generated by legacy method or AI-based method. 
One more thing is about how good the reported results are. In the current specification, some form of quality (e.g., NR-TimingQuality) is used for the reported results. For the AI model, it may give the similar/same information, or provide some other information, e.g., the probability/confidence of the output. Further study is needed here.
Proposal 4: For UE-assisted/LMF based positioning with UE-side model (Case 2a) and NG-RAN node assisted positioning with gNB-side model (Case 3a)
· Introduce new information in the reporting to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., NR-TimingQuality) or new field/IE to reflect the quality/confidence/probability of reported results based on AI model output 

Data collection for training
As a common understanding, the performance of an AI model heavily depends on the amount and the quality of training data. Thus, data collection procedure for AI model training is a key enabler of AI-based positioning accuracy enhancement. 
In order to train an AI/ML model, both the positioning-related measurement results and associated ground-truth labels should be collected. 
· For direct AI/ML positioning (i.e., Case 1, Case 2b, Case 3b), the ground-truth labels are the location of the target UEs. 
· For AI/ML assisted positioning (i.e., Case 1, Case 2a, Case 3a), the ground-truth labels are the ideal information of UE measurement/reporting (e.g., LOS/NLOS identification, RSTD, etc.). 
If a UE-side model is also trained at UE side (e.g., a server deployed by UE vendor to train AI model), UE will need to collect training data under proper PRS configurations. Different UEs may have different capabilities for training data collections. Thus, it would be beneficial for UE to send its request of preferred or supported configurations to NW so that LMF can chose better and more efficient configurations.  Whether this request information is reported via UE capability signaling or other signaling/procedure (e.g., functionality/model identification) can be discussed further. 
Proposal 5: In order to facilitate the training data collection at UE side for Case 1 and/or Case 2a, introduce a mechanism to enable that UE can send request for preferred or supported configuration(s) to LMF 
· FFS: Whether this request is sent via UE capability signaling or other signaling/procedure (e.g., functionality identification). 

For UE-side model, network needs to configure UE with the corresponding positioning RS for UE-side data collection.
· Once UE receives the configuration of Positioning RS, it can decide when/how to start the data collection. That is to say, no additional signaling/triggering is needed from network to start the data collection procedure. 
· Different UE/chipset vendors may have different designs of AI model, e.g., different inputs for AI model, the contents of AI model input. Thus, from the specification perspective, it should offer the flexibility for UE/chipset vendors to decide what inputs they want so that they can do device-specific optimization accordingly. Consequently, the input data for UE-side AI model don’t need to be specified and can be up to implementation of UE. Meanwhile, the ground-truth labels (i.e., UE location of Case 1, ideal information for the reported measurement results for Case 2a) usually come from UE itself.  Therefore, there is no need to specify the format/content of training data for UE-side model.
Observation 1: Regarding the training data collection at UE side for Case 1 and/or Case 2a, 
· Network configures UE with the corresponding positioning RS for UE-side data collection via LPP signaling
· No additional signaling/triggering is needed from network to start the data collection procedure at UE side.
· The format/content of collected data are up to implementation of UE and no specification is needed in 3GPP
Meanwhile, in additional to normal UE, PRU, which is with known location, can also generate training data for the UE-side AI model training. 
In the current NR positioning framework, the measurement results of UE are reported to LMF via LPP signaling.  Thus, for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), it is assumed that the LPP protocol is used for the data collection for training. Regarding the entities that do the measurement results and report the results, there may be different alternatives:
· PRU: PRU can do the measurement results corresponding to model input. The associated label(s) can be reported along with these measurement results, or LMF maybe know the label(s) in advance.
· UE: UE can collect and report the measurements results without labels since normal UE cannot know its accurate location. 
For legacy UE-assisted/LMF-based positioning, there are already different options for the reported measurement results. Moreover, in Rel-18 study item, some new types of measurement results (e.g., CIR, PDP) were also studied and evaluated. Different network vendors may have different preferences on the measurement results for the AI model design. Thus, no matter whether new type(s) of measurement results are supported or not in Rel-19, there may be different types of collected data for LMF-side model. In order to support such kind of flexibility, the LPP signaling should be able to indicate the type of measurement results. Additionally, the LPP signaling should also indicate how to report the collected data (e.g., periodic reporting, event-triggered reporting).
Proposal 6: For training data collection at NW side for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), support the following mechanisms 
· PRU: PRU reports measurement results (corresponding to model input) and the associated timestamps via LPP protocol 
· The associated ground-truth label(s) can be included optionally
· LMF maybe know the label(s) in advance.
· UE: UE reports measurement results (corresponding to model input) and the associated timestamps without associated labels via LPP 
· LPP signaling from LMF to indicate 
· Configuration of Positioning RS
· The type of measurement results
· How to report the collected data (e.g., periodic reporting, event-triggered reporting)

For NG-RAN node assisted positioning with gNB-side model (Case 3a), the gNB vendor and LMF vendor may be different. Thus, it is likely that the collected data for model training for Case 3a is stored in an entity other than LMF. The entity for storing collected data and/or model training is controlled by or accessible to gNB vendor. The training data (corresponding to the model inputs) are generated by gNB and different vendors can choice proper inputs for their own models. Regarding the associated ground-truth labels, gNB can get them from the PRU deployed from the same vendor. From this perspective, it is not necessary to specify the contents/formats of collected data for training. On the other hand, it may be beneficial for LMF to delivery ground-truth labels to gNB to facilitate the data collection.
In the current NR positioning framework, the SRS for positioning can be configured/triggered by gNB directly. Thus, the existing procedure/mechanism can be reused for this purpose. 
Proposal 7: Regarding the training data collection for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· gNB do measurement based on SRS 
· The existing procedure/mechanism can be reused for this purpose
· gNB can decide itself when/how to start the data collection procedure.
· The contents of collected data are up to implementation and no specification is needed in 3GPP
· FFS: whether LMF delivers ground-truth labels to gNB

In the current NR positioning framework, the measurement results of gNB/TRP are reported to LMF via NRPPa signaling. Thus, for NG-RAN node assisted positioning with LMF-side model (Case 3b), it is assumed that the NRPPa protocol is used for the data collection for model training. 
Regarding the entities that transmit SRS for the measurement at gNB/TRP side, there may be different alternatives:
· PRU: TRP can collect the measurement results (corresponding to model input) based on PRU’s transmission. The corresponding label(s) can be derived from the know location of correspond PRUs.
· UE: TRP can collect the measurement results (corresponding to model input) based on UE’s transmission. There may be no corresponding label(s).
For the legacy NG-RAN node assisted positioning, there are already different options for the reported measurement results. Moreover, in Rel-18 study item, some new types of measurement results (e.g., CIR, PDP) were also studied. Different LMF vendors may have different preferences on the measurement results for the AI model design. Thus, no matter whether new type(s) of measurement results are supported or not in Rel-19 WI, there may be different types of collected data for LMF-side model. In order to support such kind of flexibility, NRPPa signaling should be able to indicate the type of measurement results. Additionally, the NRPPa signaling should also indicate how to report the collected data (e.g., periodic reporting, event-triggered reporting).
Proposal 8: For training data collection at NW side for NG-RAN node assisted positioning with LMF-side model (Case 3b), support the following mechanisms 
· gNB reports measurement results (corresponding to model input) and the associated timestamps via NRPPa protocol
· The corresponding label(s) can be reported optionally or LMF generates the associated labels based on the know location of the corresponding PRU 
· NRPPa signaling from LMF to indicate gNB
· The type of measurement results
· How to report the collected data (e.g., periodic reporting, event-triggered reporting)

Based on the above discussion, we can summarize the potential entities generating training data:
Proposal 9: For training data collection for R19 AI-based positioning, support the following entities to generating training data 
· For the training data corresponding to AI/ML model input
· For Case 1, 2a and 2b: PRU, UE
· For Case 3a and 3b: TRP/gNB 
· For the training data corresponding to the labels
· For Case 1 and 2a: PRU
· For Case 2b, 3a and 3b: LMF with known PRU location

During Rel-18 SI, there were some discussions related to the case where the training entity is not the same entity to obtain label and/or other training data and the following description is captured in TR 38.843:
	-	Details of request/report of label and/or other training data, and to enable delivering the collected label and/or other training data to the training entity when the training entity is not the same entity to obtain label and/or other training data 



For UE-based positioning with UE-side model (Case 1), there are different alternatives for the entity to store the collected training data:
· Core network
· OAM
· OTT server
The first two alternatives are workable in theory. For example, the core network / OAM collected the training data, and the NW vendor(s) or operator(s) trains the UE-side model for UE/chipset vendor(s). However, in this case, the benefits for NW vendor(s) or operator(s) are unclear. Moreover, the model transfer has not been supported so far.  Thus, there is no strong motivation to support them in Rel-19. If the training data are stored in OTT server, there is no need to specify any interface between the OTT server and the training entity since the OTT server is out of 3GPP. 
For UE-assisted/LMF based positioning with UE-side model (Case 2a), the discussion and the conclusion are similar to that of Case 1. 
For UE-assisted/LMF based positioning with LMF-side model (Case 2b), the LMF is assumed as the termination point for training data. It is most likely that the training entity (if not the LMF) will be in the control of the same LMF vendor. If so, there is no need to specify any interface between the different entities from the same vendor.
For NG-RAN node assisted positioning with gNB-side model (Case 3a), as we discussed above, the entities for training data storage and model training will belong to the same network vendor. Thus, there is no need to specify any interface between the different entities from the same vendor.
For NG-RAN node assisted positioning with LMF-side model (Case 3b), the discussion and the conclusion are similar to that of Case 2b.
Based on the above discussions, there is no motivation in Rel-19 to specify any mechanism to enable delivering the collected data to the training entity when the training entity is not the same entity to obtain label and/or other training data.  
Proposal 10: For AI-based positioning (including Case 1, Case 2a, Case 2b, Case 3a, Case 3b), Rel-19 is NOT to specify any mechanism to deliver the collected data from the entity that obtains the training data to the training entity when the training entity is not the same entity to obtain label and/or other training data.  

AI model inference
For UE-based positioning with UE-side model (Case 1)
· The input will be based on the measurement results at UE side. Thus, the format/contents of AI model input are up to UE implementation and transparent from the perspective of air interface. 
· When UE gets the estimated location based on AI model output, it can report the estimated location information via existing LPP protocol. One discussing point is whether the current field about the uncertainty can be reused or some new information should be introduced to report the associated quality/probability/confidence of estimated location additionally.
· As discussed before, a UE may temporally not be able to use AI model to infer the location information due to various factors, e.g., power consumption, bad performance of AI model, and so on. In this case, UE may use legacy method (i.e., non-AI method). It would be beneficial for UE to notify LMF the estimated location information is generated by legacy method or AI-based method.
Proposal 11: For the model inference for UE-based positioning with UE-side model (Case 1),
· Some indication (e.g., in form of configuration ID or model ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· No need to specify the format/contents of AI model input since they are up to UE implementation and transparent from the perspective of air interface
· UE can report the estimated location information via existing LPP signaling
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether the current field about the uncertainty can be reused or some new field/IE should be introduced to report the associated quality/probability/confidence of AI model estimated location

For UE-assisted/LMF based positioning with UE-side model (Case 2a)
· UE will measure the PRS and get the AI model inputs. Thus, the format/contents of AI model input are up to UE implementation and transparent from the perspective of air interface.
· When UE gets the measurement results based on AI model output, it can report them via existing LPP protocol. One discussing point is whether to reuse the existing quality (e.g., NR-TimingQuality) or introduce a new field/IE to reflect the quality/confidence/probability of reported measurement results based on AI model output additionally.
· As we discussed before, a UE may temporally not be able to use AI model to generate the reported measurement results due to various factors, e.g., power consumption, bad performance of AI model, and so on. In this case, UE can use legacy method (i.e., non-AI method) to generate reported results. Thus, it would be beneficial for UE to notify LMF that the reported results are generated by legacy method or AI-based method.
Proposal 12: For UE-assisted/LMF based positioning with UE-side model (Case 2a),
· Some indication (e.g., in form of configuration ID or model ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· No need to specify the format/contents of AI model inputs since they are up to UE implementation and transparent from the perspective of air interface
· UE can report the measurement results via existing LPP signaling
· The existing measurement types are reused
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., NR-TimingQuality) or introduce a new field/IE to reflect the quality/confidence/probability of reported measurement results that are based on AI model output

For UE-assisted/LMF based positioning with LMF-side model (Case 2b), 
· UE can do measurement in the legacy way and the measurement results can be reported via LPP signaling. If no new type of measurement is introduced, the existing LPP signaling can be reused.  
· In the current NR specification, UE can report the measurement results for up to 8 additional paths (e.g., NR-AdditionalPathListExt-r17 in LPP). Thus, one discussing point is that whether it is needed to extend the maximal number of additional paths.
Proposal 13: For the model inference for UE-assisted/LMF based positioning with LMF-side model (Case 2b),
· UE can do the measurement and report the results via existing LPP signaling
· The existing measurement types are reused
· FFS: whether or not to introduce new values (N) for the maximal number of additional paths (e.g., N > 8).

For NG-RAN node assisted positioning with gNB-side model (Case 3a), 
· the TRP/gNB will measure the corresponding SRS and get the AI model inputs. Thus, the format/contents of AI model input are up to gNB/TRP implementation and transparent from the perspective of air interface. 
· When gNB gets the estimated results based on AI model output, it can report them via existing NRPPa protocol. One discussing point is whether to reuse the existing quality (e.g., Measurement Quality) or introduce a new field/IE to reflect the quality/confidence/probability of reported measurement results that are based on AI model output.
· As discussed before, gNB may temporally not be able to use AI model to generate the reported measurement results due to various factors, e.g., bad performance of AI model, and so on. In this case, gNB can use legacy method (i.e., non-AI method) to generate reported results. Thus, it would be beneficial for gNB to notify the LMF that the reported results are generated by legacy method or AI-based method.
Proposal 14: For the model inference for NG-RAN node assisted positioning with gNB-side model (Case 3a),
· No need to specify the format/contents of AI model inputs since they are up to gNB/TRP implementation and transparent from the perspective of air interface
· gNB can report the measurement results that are based on AI model output via existing NRPPa signaling
· The existing measurement types are reused
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., Measurement Quality) or introduce a new field/IE to reflect the quality/confidence/probability of reported measurement results that are based on AI model output

For NG-RAN node assisted positioning with LMF-side model (Case 3b)
· gNB/TRP can do measurement in the legacy way and the measurement results can be reported via NRPPa protocol. If no new type of measurement is introduced, the existing NRPPa protocol can be reused.  
· In the current NR specification, gNB can report the measurement results for up to 8 additional paths (e.g., maxNoPathExtended in NRPPa). Thus, one discussing point is that whether it is needed to extend the maximal number of additional paths.
Proposal 15: For the model inference for NG-RAN node assisted positioning with LMF-side model (Case 3b)
· gNB/TRP can do the measurement and report the results via existing NRPPa signaling
· The existing measurement types are reused
· FFS: whether or not to introduce new values (N) for the maximal number of additional paths (e.g., N > 8).

Functionality/model performance monitoring 
For the use cases of AI-based CSI compression or beam prediction, there are some existing metric(s), in an explicit or implicit way, to reflect the performance of AI model inference. For example, some potential metrics can be used for AI-based CSI compression:
· Some metrics of communication performance can be used to reflect the AI model performance directly. If an AI model achieves good performance, then the system will have good throughput and high transmission reliability (e.g., lower BLER). Thus, the throughput or BLER can be used a metric to monitor the AI model performance.
· The estimated channel by UE can be also used to compare the output of AI model. Thus, the accuracy of re-constructed channel/precoder can be monitored.
For the use case of AI/ML based positioning, the output of AI model usually is not used for communication directly. Thus, the metrics reflecting communication performance cannot reflect the positioning accuracy performance of AI model inference. There are two categories of functionality/model performance monitoring discussed and captured in the TR 38.843:
· Cat1: Without ground-truth label 
· Cat2: With ground-truth label
The concrete scheme(s) of functionality/model performance monitoring without on ground-truth label are usually exploiting some statistic information of the inputs and/output (e.g., drift detection of input/output data). The detailed schemes are quite divergent and the performance heavily depend on how to set the values of some parameters (e.g., threshold). Moreover, the setting of parameters may depend on the scenarios/deployments. Different entities/vendors always want the flexibility so that they can choose how to exploit the statistic information to optimize the monitoring procedure/performance, rather than stick to some pre-defined scheme. Thus, it seems unlikely for 3GPP to converge on some detailed monitoring scheme(s).  Given this background, if such kind of performance monitoring is applied, we think it can be carried out without specification enhancement and is up to implementation.
During the study item, there were also some performance mechanisms that are based on some further computations of AI model output and/or legacy estimation. In fact, there is no real label and some “fake” labels are generated by different computations. Although some companies thought they are based on the approximation of ground-truth labels, this kind of mechanisms are quite similar to that without ground-truth label from the above-mentioned aspects. Thus, we regard them as functionality/model performance monitoring without ground-truth labels (Cat1). 
Proposal 16: For functionality/model performance monitoring, Rel-19 is NOT to specify dedicated specification enhancement for the mechanism without ground-truth labels
· Functionality/model performance monitoring without ground-truth labels can be done by implementation without any specification enhancement
· Note: we also categorize some mechanisms based on “the approximate ground-truth label” in to that without ground-truth labels.

Regarding the functionality/model monitoring with ground-truth label, it seems the ground-truth label can only be derived based on PRU locations. However, there are some open issues regarding the usefulness/efficiency for PRU use for AI model monitoring, for example
·  The PRU may not be deployed in each cell or each scenario. In such a cell or scenario, no PRU can used for AI model monitoring.
· The PRU and the target UE are in different locations. Thus, can the performance of AI model for a UE in one location reflect the performance of the same AI model for another UE in a different location? There may be need further study and justification. 
For UE-based positioning with UE-side model (Case 1), the network doesn’t know the location of the target UE. Otherwise, network doesn’t need to trigger the corresponding NR positioning procedure. Thus, the network cannot provide the ground-truth labels for functionality/model monitoring. UE may get its location information occasionally, but in most scenarios it cannot. Meanwhile, UE can do performance monitoring without ground-truth labels. In summary, no matter what performance monitoring mechanisms are used by UE, it can be transparent from the perspective of air interface. 
 Proposal 17: For UE-based positioning with UE-side model (Case 1), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring
· Functionality/model performance monitoring can be done by UE implementation without impact on air interface
For UE-assisted/LMF based positioning with UE-side model (Case 2a), the discussions and conclusions are similar to that of Case 1. Thus, we have similar proposal for Case 2a.
Proposal 18: For UE-assisted/LMF based positioning with UE-side model (Case 2a), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring
· Functionality/model performance monitoring can be done by UE implementation without impact on air interface
For UE-assisted/LMF based positioning with LMF-side model (Case 2b), the LMF will monitor the performance of AI model. Since normal UE cannot provide the accurate location information, LMF can only get such information from PRU or by some other ways. For this case, no additional specification enhancement is needed and LMF can do the performance monitoring without impact on the air interface. Meanwhile, LMF can also do performance monitoring without ground-truth label (e.g., drift detection of input/output data).  
In RAN1#116 meeting, there was a agreement to study “whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring”. In our understanding, such kind of assistance has not been justified so far. 
In summary, no matter what performance monitoring mechanisms are used by LMF, it can be transparent from the perspective of air interface.
Proposal 19: For UE-assisted/LMF based positioning with LMF-side model (Case 2b), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring at LMF
· Functionality/model performance monitoring can be done by LMF implementation without impact on air interface

For NG-RAN node assisted positioning with gNB-side model (Case 3a), the AI model is running at gNB. Regarding the entity to monitor the functionality/model performance, there are two options in theory:
· LMF monitors the functionality/model: In this case, similar to Case 2b, the monitoring is up to LMF implementation and no specification enhancement is needed.
· gNB monitors the functionality/model: In this case, there may have different alternatives:
· gNB can also do performance monitoring without ground-truth label (e.g., drift detection of input/output data). This alternative can be done by implementation
· gNB can also do performance monitoring with ground-truth label that can be derived based on PRU’s location. If PRU is not within the same cell as gNB, gNB doesn’t know the location information of the corresponding PRUs. In order to address this issue, LMF can delivery the ground-truth label or some information that can derive the ground-truth label to gNB to facilitate functionality/model performance monitoring. Thus, some specification enhancement on NRPPa signaling is needed to support this kind of functionality/model performance monitoring at gNB.
Proposal 20: For NG-RAN node assisted positioning with gNB-side model (Case 3a), in order to facilitate ground-truth-label-based functionality/model performance monitoring at gNB, support the enhancement on NRPPa signaling to enable the delivery of the ground-truth label or the information that can derive the ground-truth label from LMF to gNB
· Functionality/model performance monitoring can be done by gNB implementation 
For NG-RAN node assisted positioning with LMF-side model (Case 3b), the discussions and conclusions are similar to that of Case 2b. Thus, we have similar proposal as below.
Proposal 21: For NG-RAN node assisted positioning with LMF-side model (Case 3b), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring at LMF
· Functionality/model performance monitoring can be done by LMF implementation without impact on NRPPa signaling

Functionality/model management (selection, activation, deactivation, switching, and fallback operation)
For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), the AI model is running at UE side. When UE receive the corresponding configurations (e.g., PRS configuration, reporting configuration), UE can use AI model to generate the results for reporting. In some sense, the AI functionality/model is activated by the corresponding configurations. 
During the positioning procedure, UE may use legacy method rather than AI model for some time/samples due to various factors, e.g., power consumption, collision of computation resources, bad performance of AI model and so on. That is to say, UE may autonomously deactivate the AI operations and fall back to the legacy operations.  As we discussed in AI model inference, the UE reporting can include some field/IE to indicate whether the results are based on legacy operation or AI model output. 
In summary, for Case 1 and Case 2a
· The functionality/model can be activated or disactivated by LPP signaling, which is the same as the legacy positioning procedure
· UE can autonomously deactivate the AI operations and fall back to the legacy operations
· UE notifies LMF that the reporting is based on legacy operations or AI model output.

Proposal 22: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a)
· The functionality/model can be activated or disactivated by LPP signaling, which is the same as the legacy positioning procedure
· UE can autonomously deactivate the AI operations and fall back to the legacy operations
· UE reporting includes some field/IE to indicate whether the results are based on legacy operation or AI model output.

Functionality/model identification and applicable functionality/model
One key issue for functionality-based and/or model-ID-based LCM is how to define the applicable condition(s). From the functional perspective, the main purpose for UE to report the applicable condition(s) is to ensure the common understanding between NW and UE on its AI-related capability. 
It was agreed that the UE capability framework is the starting point for functionality identification. Thus, similar to the traditional UE capability, the “condition(s)” should refer to what the configuration(s) UE can support for functionality-based LCM. Otherwise, NW doesn’t know what configurations can be applicable to the AI operations of this UE. The similar principle should also be applied to the model-ID-based LCM (if supported). 
Proposal 23: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), specify the UE capability signaling to report the supported configuration(s) associated with given functionality(ies)
· E.g., DL-PRS resources capability, DL-PRS Processing capability, measurement capability

As discussed before, after functionality identification, some AI operations/models may not be used due to some factors. There may be different ways to report updates on applicable functionality(es), where the applicable functionalities may be a subset of all functionalities.:
· Way 1: UE reporting includes the information to indicate the reported results are based on AI model output or legacy methods and no other procedure is started. This way has some limitations, e.g., LMF only knows the AI model for the current functionality is not applicable currently, but doesn’t know whether the AI model(s) for other functionality is applicable or not
· Way 2: UE can report the applicable functionalities by sending a ProvideCapabilities message to the LMF (namely, triggering the capability indication procedure [4]). This way is much flexible so that LMF may signal new configurations for some applicable functionality. The whole procedure can reuse the UE capability signaling corresponding to AI-enabled functionalities.  
 As the applicable functionalities are only a subset of the all supported functionalities, one potential discussing point for Way 2 is whether some mechanism is introduced or not to reduce the signaling overhead. The answer may depend on the final design of UE capability signaling corresponding to AI-enabled functionalities.
Proposal 24: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), UE can report the applicable functionalities by sending a ProvideCapabilities message to the LMF (namely, triggering the capability indication procedure of TS 37.355)
· FFS: whether some enhancement is needed to reduce the signaling overhead

3. Conclusions
In this contribution, we discussed the specification impacts and the potential detailed design case by case from the following aspects:  
· Consistency between the training and inference
· Potential enhancement for measurement
· Data collection for AI model training
· AI model inference
· Functionality/model performance monitoring
· Functionality/model management
· Functionality/model identification and applicable functionality/model
Based on the above discussion, we have the following observations and proposals for the five AI-based positioning cases (i.e., Case 1, Case 2a, Case 2b, Case 3a and Case 3b): 
Observation 1: Regarding the training data collection at UE side for Case 1 and/or Case 2a, 
· Network configures UE with the corresponding positioning RS for UE-side data collection via LPP signaling
· No additional signaling/triggering is needed from network to start the data collection procedure at UE side.
· The format/content of collected data are up to implementation of UE and no specification is needed in 3GPP
Proposal 1: For AI/ML based positioning of Case 1 and Case 2a, some indication (e.g., in form of configuration ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· e.g., the ID can be a special ID for positioning configurations, and can be indicated to differentiate the associated training data
· The proprietary information of network should not be disclosed.   
Proposal 2: For R19 AI-based positioning, NOT support the reporting based on phase information (in additional to timing information and power information).
Proposal 3: In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, support sample-based measurements where the timing information is an integer multiple of sampling periods (Alternative (a)) 
·  Applicable to UE-assisted/LMF based positioning with LMF-side model (Case 2b) and NG-RAN node assisted positioning with LMF-side model (Case 3b)
Proposal 4: For UE-assisted/LMF based positioning with UE-side model (Case 2a) and NG-RAN node assisted positioning with gNB-side model (Case 3a)
· Introduce new information in the reporting to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., NR-TimingQuality) or new field/IE to reflect the quality/confidence/probability of reported results based on AI model output 
Proposal 5: In order to facilitate the training data collection at UE side for Case 1 and/or Case 2a, introduce a mechanism to enable that UE can send request for preferred or supported configuration(s) to LMF 
· FFS: Whether this request is sent via UE capability signaling or other signaling/procedure (e.g., functionality identification). 
Proposal 6: For training data collection at NW side for UE-assisted/LMF-based positioning with LMF-side model (Case 2b), support the following mechanisms 
· PRU: PRU reports measurement results (corresponding to model input) and the associated timestamps via LPP protocol 
· The associated ground-truth label(s) can be included optionally
· LMF maybe know the label(s) in advance.
· UE: UE reports measurement results (corresponding to model input) and the associated timestamps without associated labels via LPP 
· LPP signaling from LMF to indicate 
· Configuration of Positioning RS
· The type of measurement results
· How to report the collected data (e.g., periodic reporting, event-triggered reporting)
Proposal 7: Regarding the training data collection for NG-RAN node assisted positioning with gNB-side model (Case 3a)
· gNB do measurement based on SRS 
· The existing procedure/mechanism can be reused for this purpose
· gNB can decide itself when/how to start the data collection procedure.
· The contents of collected data are up to implementation and no specification is needed in 3GPP
· FFS: whether LMF delivers ground-truth labels to gNB
Proposal 8: For training data collection at NW side for NG-RAN node assisted positioning with LMF-side model (Case 3b), support the following mechanisms 
· gNB reports measurement results (corresponding to model input) and the associated timestamps via NRPPa protocol
· The corresponding label(s) can be reported optionally or LMF generates the associated labels based on the know location of the corresponding PRU 
· NRPPa signaling from LMF to indicate gNB
· The type of measurement results
· How to report the collected data (e.g., periodic reporting, event-triggered reporting)

Proposal 9: For training data collection for R19 AI-based positioning, support the following entities to generating training data 
· For the training data corresponding to AI/ML model input
· For Case 1, 2a and 2b: PRU, UE
· For Case 3a and 3b: TRP/gNB 
· For the training data corresponding to the labels
· For Case 1 and 2a: PRU
· For Case 2b, 3a and 3b: LMF with known PRU location
Proposal 10: For AI-based positioning (including Case 1, Case 2a, Case 2b, Case 3a, Case 3b), Rel-19 is NOT to specify any mechanism to deliver the collected data from the entity that obtains the training data to the training entity when the training entity is not the same entity to obtain label and/or other training data.  
Proposal 11: For the model inference for UE-based positioning with UE-side model (Case 1),
· Some indication (e.g., in form of configuration ID or model ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· No need to specify the format/contents of AI model input since they are up to UE implementation and transparent from the perspective of air interface
· UE can report the estimated location information via existing LPP signaling
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether the current field about the uncertainty can be reused or some new field/IE should be introduced to report the associated quality/probability/confidence of AI model estimated location
Proposal 12: For UE-assisted/LMF based positioning with UE-side model (Case 2a),
· Some indication (e.g., in form of configuration ID or model ID) is signaled from network to ensure the consistency of AI model training and AI model inference
· No need to specify the format/contents of AI model inputs since they are up to UE implementation and transparent from the perspective of air interface
· UE can report the measurement results via existing LPP signaling
· The existing measurement types are reused
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., NR-TimingQuality) or introduce a new field/IE to reflect the quality/confidence/probability of reported measurement results that are based on AI model output
Proposal 13: For the model inference for UE-assisted/LMF based positioning with LMF-side model (Case 2b),
· UE can do the measurement and report the results via existing LPP signaling
· The existing measurement types are reused
· FFS: whether or not to introduce new values (N) for the maximal number of additional paths (e.g., N > 8).
Proposal 14: For the model inference for NG-RAN node assisted positioning with gNB-side model (Case 3a),
· No need to specify the format/contents of AI model inputs since they are up to gNB/TRP implementation and transparent from the perspective of air interface
· gNB can report the measurement results that are based on AI model output via existing NRPPa signaling
· The existing measurement types are reused
· Introduce new information to indicate the reported results are generated by legacy method or AI-based method
· FFS: whether to reuse the existing quality (e.g., Measurement Quality) or introduce a new field/IE to reflect the quality/confidence/probability of reported measurement results that are based on AI model output
Proposal 15: For the model inference for NG-RAN node assisted positioning with LMF-side model (Case 3b)
· gNB/TRP can do the measurement and report the results via existing NRPPa signaling
· The existing measurement types are reused
· FFS: whether or not to introduce new values (N) for the maximal number of additional paths (e.g., N > 8).
Proposal 16: For functionality/model performance monitoring, Rel-19 is NOT to specify dedicated specification enhancement for the mechanism without ground-truth labels
· Functionality/model performance monitoring without ground-truth labels can be done by implementation without any specification enhancement
· Note: we also categorize some mechanisms based on “the approximate ground-truth label” in to that without ground-truth labels.
Proposal 17: For UE-based positioning with UE-side model (Case 1), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring
· Functionality/model performance monitoring can be done by UE implementation without impact on air interface
Proposal 18: For UE-assisted/LMF based positioning with UE-side model (Case 2a), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring
· Functionality/model performance monitoring can be done by UE implementation without impact on air interface
Proposal 19: For UE-assisted/LMF based positioning with LMF-side model (Case 2b), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring at LMF
· Functionality/model performance monitoring can be done by LMF implementation without impact on air interface
Proposal 20: For NG-RAN node assisted positioning with gNB-side model (Case 3a), in order to facilitate ground-truth-label-based functionality/model performance monitoring at gNB, support the enhancement on NRPPa signaling to enable the delivery of the ground-truth label or the information that can derive the ground-truth label from LMF to gNB
· Functionality/model performance monitoring can be done by gNB implementation 
Proposal 21: For NG-RAN node assisted positioning with LMF-side model (Case 3b), Rel-19 is NOT to specify dedicated specification enhancement for functionality/model performance monitoring at LMF
· Functionality/model performance monitoring can be done by LMF implementation without impact on NRPPa signaling
Proposal 22: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a)
· The functionality/model can be activated or disactivated by LPP signaling, which is the same as the legacy positioning procedure
· UE can autonomously deactivate the AI operations and fall back to the legacy operations
· UE reporting includes some field/IE to indicate whether the results are based on legacy operation or AI model output.
Proposal 23: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), specify the UE capability signaling to report the supported configuration(s) associated with given functionality(ies)
· E.g., DL-PRS resources capability, DL-PRS Processing capability, measurement capability
Proposal 24: For UE-based positioning with UE-side model (Case 1) and UE-assisted/LMF based positioning with UE-side model (Case 2a), UE can report the applicable functionalities by sending a ProvideCapabilities message to the LMF (namely, triggering the capability indication procedure of TS 37.355)
· FFS: whether some enhancement is needed to reduce the signaling overhead
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