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Introduction
In RAN1 #116 meeting, the following agreements on ML based CSI compression were achieved.
	Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following categorization for study:
	Case
	Target CSI slot(s)
	Whether the UE uses past CSI information
	Whether the network uses past CSI information

	0
	Present slot
	No
	No

	1
	Present slot
	Yes
	No

	2
	Present slot
	Yes
	Yes

	3
	Future slot(s)
	Yes
	No

	4
	Future slot(s)
	Yes
	Yes

	5
	Present slot
	No
	Yes



Note 1: For the UE, the past CSI information may include past model inputs and/or any information derived from them. For the network, the past CSI information may include past CSI feedback instances and/or any information derived from them.
Note 2: For case 3 and case 4, the UE may perform prediction as a separate step or jointly with compression. Similarly, the network may perform prediction as a separate step or jointly with reconstruction. Companies to report which option is selected, the number of future slots, and whether the prediction is AI/ML-based or not.
Note 3: “Target CSI slot(s)” refers to the slot(s) to which the CSI feedback in the report corresponds. “Present slot” refers to the slot of the most recent CSI-RS measurement used to generate the CSI report. “Future slot(s)” includes at least one slot after the present slot and may include the present slot as well. 
Note 4: Down-selection is not precluded. 

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following as baseline options for UE distribution:
· Option 1: 80% indoor, 20% outdoor
· Option 2: 100% outdoor
Note: Indoor speed is 3 km/h, outdoor speed is chosen from the following options: 10 km/h, 20 km/h, 30 km/h, 60 km/h, 120 km/h. Assumption on O2I car penetration loss and spatial consistency follow the R18 AI based CSI prediction.


Working Assumption
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following benchmark scheme for performance comparison:
· For cases without prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI compression study.
· For cases with prediction of future CSI, use the same benchmark scheme assumed in R18 AI/ML-based CSI prediction study, with R18 MIMO eType II codebook for compressing the feedback.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, study the following aspects of the performance/complexity trade-off when comparing the localized model with a benchmark model that is not localized:
· Performance of the localized model that has similar or lower complexity as the benchmark model.
· Model complexity of the localized model that achieves similar or better performance as the benchmark model.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, adopt the following evaluation assumptions:
· CSI-RS configuration
· Periodic: 5 ms periodicity (baseline), 20 ms periodicity(encouraged)
· Aperiodic (for cases with prediction): Optional, CSI-RS burst with K resources and time interval m milliseconds (based on R18 MIMO eType-II) 
· CSI reporting periodicity: {5, 10, 20} ms; other values are not precluded
· For cases with the use of past CSI information, to report observation window, including number/time distance of historic CSI/channel measurements.
· For cases with prediction, to report prediction window, including number/time distance of predicted CSI/channel.

Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the evaluation of AI/ML-based CSI compression using localized models in Release 19, consider the following options as a starting point to model the spatial correlation in the dataset for a local region:
· Option 1: The dataset is derived from UEs dropped within the local region, with spatial consistency modelling as per TR 38.901. 
· E.g., Dropped in a specific cell or within a specific boundary.
· Option 2: By using a scenario/configuration specific to the local region. 
· E.g., Indoor-outdoor ratio, LOS-NLOS ratio, TXRU mapping, etc.
Note: While modelling the spatial correlation, strive to ensure that the dataset distribution also correctly captures the decorrelation due to temporal variations in the channel. To report methods to generate training and testing dataset.

Agreement
· For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, 
· adopt the CSI feedback overhead rate as reference, where the CSI feedback overhead rate is the average bit-rate of CSI feedback overhead across time.
Note: The CSI feedback overhead of a single report is calculated as in R18 CSI compression study.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for cases with prediction of future CSI, in which prediction and compression are separated, to optionally evaluate a scheme with ideal prediction as an additional evaluation case for reference. 
Note: The ideal prediction scheme should model realistic channel estimation.

Agreement
For the evaluation of temporal domain aspects of AI/ML-based CSI compression using two-sided model in Release 19, for Case 2, Case 4 and Case 5, study the performance impact resulting from non-ideal UCI feedback.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.




In this contribution, we provide some discussion on AI/ML based CSI compression.
Discussion
CSI Report content
Based on the previous agreements, the AI/ML based CSI compression can be used to compress the channel, channel eigenvector, or W2. If the input for AI/ML based CSI compression is channel, then the UE only needs to report a L1-SINR in addition to the compressed channel. The network can calculate the corresponding precoder and select the MCS based on the reported information. If the input for AI/ML based CSI compression is the channel eigenvector, the UE can also report the compressed full rank channel eigenvector to the network and the network can transmit a set of precoded CSI-RS resources for the UE to measure RI and CQI, where the network applies the reconstructed channel eigenvector to the precoded CSI-RS. If the input for AI/ML based CSI compression is W2, the UE can report the wideband beam index W1 and compressed W2 to the network. The network can transmit a set of precoded CSI-RS resources for the UE to measure RI and CQI, where the network applies the channel eigenvector based on the received W1 and reconstructed W2 to the precoded CSI-RS.
Proposal 1: Support the following types of CSI report for CSI compression:
· Type 1 (Compression of channel): UE reports subband L1-SINR and compressed channel
· Type 2 (Compression of channel eigenvector): UE reports compressed channel eigenvector for a configured rank
· Type 3 (Compression of W2): UE reports W1 and compressed W2 for a configured rank
Priority of AI/ML based CSI report
Usually, the non-ML based CSI could provide more stable CSI, which can be used for performance monitoring. For example, the gNB can configure a non-ML based CSI with higher overhead to monitor the performance for the ML based CSI. Therefore, the priority for the non-ML based CSI should be higher than the priority of the ML based CSI.
Proposal 2: The priority for non-ML based CSI report should be higher than the priority of ML based CSI report.
CSI Processing Unit
The ML based CSI measurement should include the following two steps.
· Step 1: Channel estimation and pre-processing
· Step 2: Compression/prediction based on the ML (Inference)
The two steps may be handled by different hardware. Thus, the CPU occupancy rule should define two types of units: one is measurement processing unit (MPU) which is used for step 1 related aspects and the other one is the inference processing unit (IPU), which is used for the step 2 related aspects.
Proposal 3: Support the CPU occupancy rule for ML based CSI based on two types processing unit
· Type1 CPU: a measurement processing unit (MPU) used for channel estimation and pre-processing
· Type2 CPU: an inference processing unit (IPU) used for inference for ML based CSI
AI/ML model monitoring
For model monitoring, the first issue could be to identify the KPI. The SCS and hypothetical BLER could be the possible KPI for model monitoring. However, sometimes the SCS cannot reflect the performance status. Figure 1 illustrates the simulation results on the SCS and corresponding SE offset for two precoders. It can be observed that low SCS does not always produce large performance gap. Therefore, although the SCS can be considered as an intermediate KPI, it should not be used for model performance monitoring. Therefore, a KPI other than SCS can be considered. Currently, the hypothetical BLER is used for RLM/BFD, which can be considered as one KPI for model monitoring.
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Figure 1: Simulation results on SCS vs SE offset for two precoders
Then the next issue is to identify the baseline for the model monitoring. There can be two options for the baseline for model monitoring:
· Option 1: Ground-truth CSI
· Option 2: CSI based on existing codebook that the UE supports (non-ML based CSI)
There can be the following cases regarding the performance for the Ground-truth CSI, ML based CSI and non-ML based CSI:
· Case 1: Ground-truth CSI > ML based CSI > non-ML based CSI
· The performance gap between Ground-truth CSI and ML based CSI may be large
· Case 2: Ground-truth CSI > non-ML based CSI > ML based CSI
For Case 1, although the performance gap between Ground-truth CSI and ML based CSI may be large, the ML based CSI still outperforms non-ML based CSI. Thus, there is no better CSI feedback scheme to replace the ML based CSI. Such case should not be considered as a model performance failure. On the other hand, in case 2, the non-ML based CSI outperforms the ML based CSI. Then such case could be considered as a model performance failure. Therefore, compared to the Ground-truth CSI, the non-ML based CSI should be considered as the baseline for model performance monitoring.
The next issue is whether the non-ML based CSI report is needed for model monitoring. This may depend on the periodicity for the model monitoring. There can be the following 3 options for the model monitoring:
· Option 1: The model monitoring is performed based on the similar periodicity as RLM/BFD, e.g., every N ms.
· Option 2: The model monitoring is performed with a larger periodicity, e.g., every N second 
· Option 3: The model monitoring is performed after each prediction.
If option 1 or option 3 are selected, the model monitoring should not require the UE to report non-ML based CSI, since this would increase the overhead for the CSI report, and there would be no benefit for the ML based CSI compression. However, if option 2 is selected, it requires the model should be robust enough. From previous simulation results, although there can be overall performance gain for ML based CSI compared to eType2 codebook, there are still certain UEs with performance loss. Therefore, with regard to the UL overhead and performance, the model monitoring should not require the UE to report a non-ML based CSI.
The remaining issue should be the procedure for the model monitoring. The hypothetical BLER is usually measured based on CSI-RS. As shown in Figure 2, the NW can transmit the precoded CSI-RS for model monitoring. The UE can calculate the hypothetical BLER based on a non-ML CQI and the CSI-RS for model monitoring. The non-ML CQI is measured based on a CSI-RS for CQI acquisition and existing codebook. If the hypothetical BLER is above the BLER threshold for CQI selection, a model performance failure can be declared.
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Figure 2: Procedure for model monitoring
Proposal 4: Do not support to use SGCS as the metric for ML performance monitoring.
Proposal 5: Support the hypothetical BLER as the metric for ML performance monitoring.
Proposal 6: Support the baseline for model performance monitoring based on the non-ML based CSI, i.e. the CSI based on existing codebook that the UE supports.
· A model performance failure is identified if the hypothetical BLER measured based the ML based CSI and the CQI from the non-ML based CSI is above a threshold
· ML based CSI compression should not mandate the UE to support eType2 codebook

NW side data collection
In RAN1 #113, the following on NW side data collection is agreed.
	Agreement
In CSI compression using two-sided model use case, further study the necessity, complexity, overhead, latency and potential specification impact on ground truth CSI report for NW side data collection for model performance monitoring, including:   
· Scalar quantization for ground-truth CSI
· FFS: any processing applied to the ground-truth CSI before scalar quantization
· Codebook-based quantization for ground-truth CSI
· FFS: Parameter set enhancement of existing eType II codebook, based on evaluation results in 9.2.2.1
· RRC signaling and/or L1 signaling procedure to enable fast identification of AI/ML model performance
· Aperiodic/semi-persistent or periodic ground-truth CSI report.




The NW side data collection should be similar to existing CSI feedback. Therefore, the existing CSI report configuration should be the starting point. For model performance monitoring, the NW should configure the reported rank. One possible way is to report the ground-truth CSI for the maximum number of layers, but it could require unnecessarily high overhead. It is better that the number of layers for the ground truth CSI report can be configured by the NW. 
Further, to compare the performance between the ground truth CSI and ML based CSI, the singular value could be important. For example, the weighted SGCS can be used for the performance comparison, which requires the singular value. 
In addition, the ground-truth CSI is also beneficial for CSI acquisition. Thus, the NW can also configure the UE to report the CQI based on the ground-truth CSI. The UE can also report a RI to indicate the rank for the CQI calculation. Then the first RI+1 layers for the ground-truth CSI can be used for the CQI calculation. Then the NW can perform the scheduling for the PDSCH based on the ground-truth CSI and CQI/RI. 
The UE should process the report for NW side data collection based on the similar approach as existing CSI report. Thus, it is possible to reuse the existing CPU framework to handle the UE complexity for the measurement and report for NW side data collection. 
Proposal 7: Support to configure the number of layers for the report for NW side data collection for performance monitoring.
Proposal 8: Support to report singular values for the ground-truth CSI.
Proposal 9: Support to report CQI/RI in addition to the ground-truth CSI. 
Proposal 10: Reuse the existing CPU framework to handle the UE complexity for the measurement and report for NW side data collection.

UE side data collection
The UE can also perform data collection for UE-side model training, finetuning, monitoring and so on. Such data collection could require additional UE complexity. But different from the NW side data collection, the UE does not need to report the data to the NW. However, the NW still needs to know when the UE needs to perform the measurement for UE side data collection, as the NW needs to aware the additional UE complexity, e.g., additional CPU, for measurement for UE side data collection. Therefore, it is necessary to maintain the same understanding between the NW and UE on when to perform the measurement for UE side data collection, which can be based on NW configuration or UE request CSI-RS for data collection.
Proposal 11: Support to maintain the same understanding between the NW and UE on when to perform the measurement for UE side data collection based on the following options:
· Option 1: The measurement for UE side data collection is configured by the NW
· Option 2: UE request CSI-RS for data collection

Hybrid AI/ML based and non-AI/ML based CSI measurement and report
The AI/ML based CSI compression can provide accurate CSI with smaller payload size than eType2 CSI. Usually the NW schedules MU-MIMO operation for low rank case and schedules SU-MIMO operation for high rank case. For MU-MIMO operation, the CSI quantization error could have significant impact on the performance. For SU-MIMO operation, the CSI quantization error could not be critical, especially for high rank case. Therefore, with regard to the UE complexity and CSI report overhead, one possible way is to hybrid AI/ML based and non-AI/ML based CSI, where the UE reports the CSI based on AI/ML if it reports a small RI and the UE can report the CSI based on Type1 codebook if it reports a large RI.
Proposal 12: Support hybrid AI/ML based and non-AI/ML based CSI measurement and report
· UE reports the CSI based on AI/ML if it reports a small RI and the UE can report the CSI based on Type1 codebook if it reports a large RI

Inter-vendor collaboration
In RAN1 #116 meeting, the following on inter-vendor collaboration has been agreed.
	Agreement
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement
For the study of inter-vendor collaboration issues for AI/ML-based CSI compression using a two-sided model, consider at least the following aspects when comparing different options:
· Inter-vendor collaboration complexity, e.g., whether bilateral collaboration is required between vendors.
· Performance.
· Interoperability and RAN4 / testing related aspects.
· Feasibility.



For CSI compression, a reference model is not only usual for inter-vendor training collaboration but also for testing. Therefore, now that a reference model or a reference model structure needs to be defined at least for testing purpose, the inter-vendor training collaboration can also start from the reference model or reference model structure.
If a reference model can be specified, it could help to reduce the inter-vendor collaboration complexity. However, based on current study, it is challenging to identify a reference model to cover all the possible scenarios. Performance loss can still be observed based on model generalization according to the simulation results in Rel-18. In the actual field, there can be more scenarios than the typical scenario that has been simulated in Rel-18.
Therefore, compared to option 1, option 3 and option 5 could provide better performance. Option 2 cannot help for the inter-vendor collaboration. Different vendors may use different models although the dataset for training is still the same. 
Proposal 13: Consider to prioritize the option 3 and option 5 for inter-vendor training collaboration for further study.
Conclusion
In this contribution, we provided discussion on AI/ML based CSI compression. Based on the discussion, the following proposals are provided.
Proposal 1: Support the following types of CSI report for CSI compression:
· Type 1 (Compression of channel): UE reports subband L1-SINR and compressed channel
· Type 2 (Compression of channel eigenvector): UE reports compressed channel eigenvector for a configured rank
· Type 3 (Compression of W2): UE reports W1 and compressed W2 for a configured rank
Proposal 2: The priority for non-ML based CSI report should be higher than the priority of ML based CSI report.
Proposal 3: Support the CPU occupancy rule for ML based CSI based on two types processing unit
· Type1 CPU: a measurement processing unit (MPU) used for channel estimation and pre-processing
· Type2 CPU: an inference processing unit (IPU) used for inference for ML based CSI
Proposal 4: Do not support to use SGCS as the metric for ML performance monitoring.
Proposal 5: Support the hypothetical BLER as the metric for ML performance monitoring.
Proposal 6: Support the baseline for model performance monitoring based on the non-ML based CSI, i.e. the CSI based on existing codebook that the UE supports.
· A model performance failure is identified if the hypothetical BLER measured based the ML based CSI and the CQI from the non-ML based CSI is above a threshold
· ML based CSI compression should not mandate the UE to support eType2 codebook
Proposal 7: Support to configure the number of layers for the report for NW side data collection for performance monitoring.
Proposal 8: Support to report singular values for the ground-truth CSI.
Proposal 9: Support to report CQI/RI in addition to the ground-truth CSI. 
Proposal 10: Reuse the existing CPU framework to handle the UE complexity for the measurement and report for NW side data collection.
Proposal 11: Support to maintain the same understanding between the NW and UE on when to perform the measurement for UE side data collection based on the following options:
· Option 1: The measurement for UE side data collection is configured by the NW
· Option 2: UE request CSI-RS for data collection
Proposal 12: Support hybrid AI/ML based and non-AI/ML based CSI measurement and report
· UE reports the CSI based on AI/ML if it reports a small RI and the UE can report the CSI based on Type1 codebook if it reports a large RI
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