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[bookmark: _Ref4817]Introduction
In RAN#102 meeting, a new WID on AI/ML for air interface was approved. The following study objectives related to AI/ML framework and data collection were included in the WID with corresponding checkpoints in RAN#105 (Sept ’24). 
	Study objectives with corresponding checkpoints in RAN#105 (Sept ’24):
-------------- CSI parts and RAN4 parts are omitted --------------
· Necessity and details of model Identification concept and procedure in the context of LCM [RAN2/RAN1] 
· CN/OAM/OTT collection of UE-sided model training data [RAN2/RAN1]: 
· [bookmark: _Hlk152950182]For the FS_NR_AIML_Air study use cases, identify the corresponding contents of UE data collection
· Analyse the UE data collection mechanisms identified during the FS_NR_AIML_Air (TR 38.843 section 7.2.1.3.2) study along with the implications and limitations of each of the methods 
· Model transfer/delivery [RAN2/RAN1]: 
· [bookmark: _Hlk152950348]Determine whether there is a need to consider standardised solutions for transferring/delivering AI/ML model(s) considering at least the solutions identified during the FS_NR_AIML_Air study 


In RAN1#116 meeting, some agreements and conclusions were achieved regarding model identification and model transfer [2]. In this contribution, we provide our analysis and proposals for the model identification, model transfer/delivery and CN/OAM/OTT collection of UE-sided model training data.
Work split between RAN1 and RAN2
During the Rel-18 study, both RAN1 and RAN2 conducted investigations into model identification, model transfer/delivery, and CN/OAM/OTT collection of UE-sided model training data, resulting in the following outcomes. RAN1 and RAN2 are advised to avoid repeating the discussions in Rel-19 and instead concentrate on addressing the remaining open issues.
Table 1. Summary of the Rel-18 study outcome of AI/ML for air interface in RAN1 and RAN2
	Topic
	RAN1
	RAN2

	Model identification
	RAN1 categorized model identification types as Type A (without over-the-air signalling), Type B1 (initiated by the UE) and Type B2 (initiated by the NW). 
RAN1 provided some example use cases of Type B1 and B2.
	RAN2 listed two global unique model ID definition directions as a starting point.

	Model transfer/delivery
	RAN1 agreed different model transfer/delivery cases with different collaboration levels.
	RAN2 analysed the feasibility and benefits of different potential model/transfer solutions

	CN/OAM/OTT collection of UE-sided model training data
	RAN1 provided data content and initial requirements for model training data to RAN2.
	RAN2 discussed this issue, but no recommendation and/or requirements for data collection for training UE-sided models are concluded in RAN2



In Rel-19, since RAN2 is the lead working group for these three topics, overall, RAN1 can focus on the requirement and necessity part, while RAN2 can focus on the detailed mechanism design. At least for model identification and model transfer/delivery, RAN2 can wait for the input from RAN1 first before proceeding with specifics. Regarding the CN/OAM/OTT collection of UE-sided model training data, RAN1 work can be triggered by RAN2 if needed.
Proposal 1: RAN1 and RAN2 are advised to avoid repeating the Rel-18 discussions in Rel-19 and instead concentrate on addressing the remaining open issues.
· RAN1 can focus on the requirement and necessity part, while RAN2 can focus on the detailed mechanism design
· At least for model identification and model transfer/delivery, RAN2 can wait for the input from RAN1 first before proceeding with specifics
Discussion
Model Identification
Model identification is a process/method of identifying an AI/ML model for the common understanding between the NW and the UE. 
	Model identification
	A process/method of identifying an AI/ML model for the common understanding between the NW and the UE
Note: The process/method of model identification may or may not be applicable.
Note: Information regarding the AI/ML model may be shared during model identification.



During the Rel-18 study, RAN1 reached the following agreements on model identification.
	Agreement
For model identification of UE-side or UE-part of two-sided models, categorize model identification types as follows, and further study relevant aspects, necessity, and specification impact (if any).
· Type A: Model is identified to NW (if applicable) and UE (if applicable) without over-the-air signaling
· The model may be assigned with a model ID during the model identification, which may be referred/used in over-the-air signaling after model identification. 
· FFS: Spec impact to other WGs
· Type B: Model is identified via over-the-air signaling, 
· Type B1: 
· Model identification initiated by the UE, and NW assists the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Type B2: 
· Model identification initiated by the NW, and UE responds (if applicable) for the remaining steps (if any) of the model identification
· the model may be assigned with a model ID during the model identification
· FFS: details of steps
· Note: The support and applicability of each model identification Type is a separate discussion. This study does not imply that model identification is necessary.
Agreement
· Once models are identified, UE can indicate supported AI/ML model IDs for a given AI/ML-enabled Feature/FG in a UE capability report as starting point.
· FFS: applicability to model identification, Type A, type B1 and type B2 
· FFS: Using a procedure other than UE capability report
· Note: model identification using capability report is not precluded for type B1 and type B2
Agreement
For model identification of UE-side or UE-part of two-sided models, further clarification is made as follows. 
· The following are example use cases Type B1 and B2
· Model identification in model transfer from NW to UE 
· Model identification with data collection related configuration(s) and/or indication(s) and/or dataset transfer 
· Note: Other example use cases are not precluded.
· Note: Offline model identification may be applicable for some of the above example use cases



In RAN1#116bis meeting, the following agreements and observations were achieved for model identification.
	Agreement
· To facilitate the discussion, RAN1 studies the model identification type A with more details related to use cases.
· To facilitate the discussion, RAN1 studies the following options as starting point for model identification type B with more details related to all use cases 
· MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
· MI-Option 2: Model identification with dataset transfer
· MI-Option 3: Model identification in model transfer from NW to UE
· FFS: The boundary of the options
· Note: the names (MI-Opton1, MI-Option 2, MI-Option 3) are used only for discussion purpose
· Note: other options are not precluded

Observation
The other options are proposed for model identification type B by companies during the discussion:
· MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
· MI-Option 5. Model identification via model monitoring

Agreement
· Regarding MI-Option 1 (Model identification with data collection related configuration(s) and/or indication(s)) of model identification type B, RAN1 further study the following aspects:
· Relationship between model ID and data collection related configuration(s) and/or indication(s) 
· Information transmitted from NW to UE (if any) 
· Information transmitted from UE to NW (if any)
· The associated procedure
· Usage/Applicable use case(s) of MI-Option 1 
Note: whether MI-Option 1 is needed or not is a separate discussion



Regarding Type A model identification, the model is recognized by NW and UE, as applicable, without the need for over-the-air signalling. In contrast, Type B model identification utilizes over-the-air signalling. Type A is akin to offline identification, potentially avoiding any impact on RAN specifications. Given the limited study time for this agenda, it's advisable to prioritize Type B model identification, as Type A identification will automatically be supported in the absence of Type B support.
Proposal 2: In Rel-19 AI/ML framework study, type B model identification is prioritized compared with type A model identification. 

The first critical issue that needs to be addressed concerns the necessity and requirements of model identification for both the UE-sided model and the two-sided model. According to the WID, the Functionality-based LCM has been chosen as the baseline mechanism for the UE-sided model, specifically for beam prediction and positioning enhancements. However, the model-based LCM still requires further justification. From an implementation perspective, the UE-sided model should be independently implemented, trained, and selected, rather than allowing the base station to choose the appropriate model. This is because the base station is typically unaware of the specific implementation details, performance characteristics, and applicability of each model. Therefore, in the Rel-19 AI/ML framework study, the focus of model identification should primarily be on the two-sided model.
Proposal 3: In Rel-19 AI/ML framework study, the study of model identification should focus on the two-sided model instead of one-sided model. 

In the context of two-sided model, the model identification is not an isolated issue, it is associated with the multi-vendor collaboration and model pairing. The related agreements agreed in Rel-18 and Rel-19 are captured below.
	Agreement (RAN1#116)
To alleviate / resolve the issues related to inter-vendor training collaboration of AI/ML-based CSI compression using two-sided model, study the following options:
· Option 1: Fully standardized reference model (structure + parameters)
· Option 2: Standardized dataset
· Option 3: Standardized reference model structure + Parameter exchange between NW-side and UE-side
· Option 4: Standardized data / dataset format + Dataset exchange between NW-side and UE-side
· Option 5: Standardized model format + Reference model exchange between NW-side and UE-side
Note 1: The above options may not be mutually exclusive and may be used together.
Note 2: Other options are not precluded.
Note 3: The study should consider how different methods of exchanging the parameters / dataset / reference model would affect the feasibility and collaboration complexity of options 3 / 4 / 5 respectively, e.g., over the air-interface, offline delivery, etc.
Note 4: “Dataset” refers to a set of data samples of CSI feedback and associated target CSI.

Agreement (RAN1#115)
In CSI compression using two-sided model use case, in order to select a CSI generation model compatible with the CSI reconstruction model used by the gNB, the following aspects have been proposed:
Pairing information can be established based on model identification   



The mapping relationship among model identification, multi-vendor collaboration, and model pairing can be summarized as the following table. 
	Category
	Model identification
	Multi-vendor collaboration
	Whether model pairing is addressed
	Analysis

	Data collection related configuration(s) and/or indication(s)
	MI-Option 1
	
	No
	MI-Option 1 may not address the model pairing issue directly. For example, even with the same data collection related configurations and/or indications, the UE-part model may not be compatible with the network-part model due to the quantization method, data resolution, output size of the CSI generation part, etc.

	Dataset
	MI-Option 2
	Option 2, Option 4
	Yes
	MI-Option 2 (dataset transfer) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Model transfer
	MI-Option 3
	Option 3, Option 5
	Yes
	MI-Option 3 (model transfer) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Standardization of reference models
	MI-Option 4
	Option 1
	Yes
	MI-Option 4 (standardized reference model) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Model monitoring
	MI-Option 5
	
	No
	MI-Option 5 (model monitoring) may not address the model pairing issue directly. For example, in case of poor model performance, it is not clear whether it is due to the incompatibility of the model or other potential reasons, e.g., additional condition.  



In order to support a complete and unified solution for model identification, multi-vendor collaboration, and model pairing, MI-Option2, MI-Option 3 and MI-Option 4 should be prioritized. 
Proposal 4: In Rel-19 AI/ML framework study, in order to support a complete and unified solution for model identification, multi-vendor collaboration, and model pairing, MI-Option 2, MI-Option 3, and MI-Option 4 are prioritized. 

Nevertheless, detailed analysis for all the five candidate model identification solutions are presented in the following.

MI-Option 1: Model identification with data collection related configuration(s) and/or indication(s)
For MI-Option 1, the model ID serves as an implication/identification of the specific configurations/conditions associated with UE capability of an AI/ML-enabled Feature/FG and NW-side additional condition (e.g., scenarios, sites, and datasets). The NW-side additional condition maybe provided to the UE in the form of ID, providing a specific context for the model training and application. Here's an example procedure for this option:
· Step 1: The base station indicates the necessary data collection configurations and/or indications, along with an additional condition ID (let's say X).
· Step 2: The UE then utilizes the dataset collected under the specified configurations and/or indications, considering the additional condition X, to train its UE-side model.
· Step 3: When the UE re-enters the cell, it can report that it supports a model trained specifically under the additional condition X.
It's worth noting that MI-Option 1 is solely applicable to the UE-sided model. This is because the two-sided model involves additional complexities such as multi-vendor collaboration and model pairing, which require information beyond just the model ID. For instance, the two-sided model necessitates details like model input/output resolution, size, and other relevant parameters for effective collaboration and pairing.
Therefore, while MI-Option 1 provides a useful framework for model identification in the context of the UE-sided model, it falls short when applied to the two-sided model due to its inability to capture the full range of necessary information.
Observation 1: Regarding MI-Option 1, 
· It can only be applied to UE-sided model, but not for two-sided model.
· The model ID (or additional condition ID) is for each set of data collection related configuration(s) and/or indication(s).

MI-Option 2: Model identification with dataset transfer
Regarding dataset transfer, the association between the model ID and the dataset is indeed straightforward. Here's an example procedure that illustrates this concept:
· Step 1: The base station provides the dataset to the UE, along with an associated ID (for instance, X).
· Step 2: The UE utilizes the dataset identified by X to train its UE-sided model.
· Step 3: When the UE re-enters the cell, it can report that it supports a model trained specifically using dataset X.
This option can be applied to both UE-side model and two-sided model since the dataset includes all the information the UE needs to train the corresponding model. 
Observation 2: Regarding MI-Option 2, 
· It can be applied to UE-side model and two-sided model.
· The model ID (or dataset ID) is associated with the dataset transferred from base station to UE

MI-Option 3: Model identification in model transfer from NW to UE
Regarding model transfer, it is straightforward that the model ID is associated with the model. The following is an example procedure for this option.
· Step1: Base station transfers the model to the UE together with an ID (e.g., X).
· Step2: UE applies the model X.
· Step3 (Optional): When UE enters this cell again, UE can report that it supports model X.
This option can be applied to both UE-side model and two-sided model. 
Observation 3: Regarding MI-Option 3, 
· It can be applied to UE-side model and two-sided model.
· The model ID is associated with the model transferred from base station to UE

MI-Option 4. Model identification via standardization of reference models. (for CSI compression)
The first issue regarding standardized reference model is whether to standardize the CSI generation part, CSI reconstruction part or both. Normally, like the LDPC coding and polar coding, the encoder is standardized in the specification. The same rule can be followed in this case, i.e., CSI encoder at the UE-side can be standardized. As long as the UE-part model is standardized, there is no such issue as multi-vendor collaboration and model pairing. 
Observation 4: Regarding MI-Option 4, 
· Standardization of reference UE-part model is preferred.
· There is no such issue as multi-vendor collaboration and model pairing if reference UE-part model is standardized. 

MI-Option 5. Model identification via model monitoring
The model monitoring is mainly for addressing the additional condition issue, but it can not address the multi-vendor collaboration and model pairing. More clarification is needed for this option. 
Observation 5: Regarding MI-Option 5, more clarification is needed.
· It can be applied to address the additional condition issue, but not for multi-vendor collaboration and model pairing.

Model transfer/delivery
During Rel-18 study, RAN1 has agreed the following cases of model transfer/delivery. 

	Case
	Model delivery/transfer
	Model storage location
	Training location

	y
	model delivery (if needed) over-the-top.
	Outside 3gpp Network
	UE-side / NW-side / neutral site

	z1
	model transfer in proprietary format.
	3GPP Network
	UE-side / neutral site

	z2
	model transfer in proprietary format.
	3GPP Network
	NW-side

	z3
	model transfer in open format.
	3GPP Network
	UE-side / neutral site

	z4
	model transfer in open format of a known model structure at UE, i.e., an exact model structure as has been previously identified between NW and UE and for which the UE has explicitly indicated its support. 
	3GPP Network
	NW-side

	z5
	model transfer in open format of an unknown model structure at UE, i.e., any other model structure not covered in z4, including any model structure that is only partially known.
	3GPP Network
	NW-side



In RAN1#115 meeting, the comparison among these cases were summarized as following.
	Agreement
For model delivery/transfer to UE (for UE-side models and UE-part of two-sided models):
· Model delivery/transfer to UE, if feasible, may be beneficial to handle scenario/configuration specific (including site-specific configuration/channel conditions) models (i.e., when a single model cannot generalize well to multiple scenarios/configurations/sites), to reduce the device storage requirement.
· Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.
· For model trained at network side, Case y (w/ network-side training) and Case z2 may incur the burden of offline cross-vendor collaboration such as sending a model to the UE-side and/or compiling a model.
· For model trained at UE side/neutral site, Case z1 and Case z3 may incur the burden of offline cross-vendor collaboration to send the trained model from the UE-side to the network, compared to Case y (w/ UE-side training) which does not have such burden.
· Model storage at the 3gpp network, compared to storing the model outside the 3gpp network, may come with 3gpp network side burden on model maintenance/storage.
· Proprietary design disclosure concern may arise from model training and/or model storage at the network side compared to other cases (such as case y with UE side training) which does not have such issue.



For UE-side model, an example of the model transfer (Alt.1) vs UE-side training (Alt.2) can be depicted as following. The main motivation to support model transfer for UE-side model is to handle the network-side additional condition. However, as analysed in section 3.1, no concrete additional condition for any use case has been confirmed yet. At least at this stage, the motivation to support model transfer is not strong. 
[image: ]

For two-sided model, model transfer can be applied for model pairing. As discussed in section 3.1, the use case for two-sided model is still under discussion. The detailed mechanism for model transfer can be discussed after RAN has concluded to further proceed with normative work for CSI compression.
Proposal 5: In Rel-19 AI/ML framework study, RAN1 prioritizes the model transfer study for two-sided model rather than UE-side model. 

In RAN1#116 meeting, model transfer case z5 is deprioritized according to the following conclusion. 
	Conclusion:
From RAN1 perspective, the model transfer/delivery Case z5 is deprioritized for Rel-19.  



Regarding the remaining model transfer/delivery cases, case z1 and case z3 require UE to train the UE-part model, while case z2 and case z4 require network to train the UE-part model. In order to address the model pairing and additional condition issue, network-side training of the UE-part model is preferred. From this perspective, RAN1 should prioritize the model transfer study on case where network is to train the UE-part model, i.e., case z2 and case z4.
Between model transfer case z2 and case z4, as outlined by the previous Rel-18 conclusion, “Model delivery/transfer to UE after offline compiling and/or testing may be friendlier from UE’s implementation point of view compared to the case without offline compiling and/or testing. On the other hand, the case without offline compiling and/or testing (that can update parameter with known model structure), may have benefit at least in terms of shorter model parameter update timescale.”, case z4 is preferred due to shorter model parameter update timescale.
Proposal 6: In Rel-19 AI/ML framework study, RAN1 prioritizes the model transfer z4 for two-sided model.

[bookmark: _Hlk157154664]CN/OAM/OTT collection of UE-sided model training data
The discussion on CN/OAM/OTT collection of UE-sided model training data is mainly about the detailed mechanism/solution design issue, which was led by RAN2 in Rel-18. In Rel-19, RAN1 can wait for RAN2’s outcome first. RAN1’s work can be triggered by RAN2 LS if needed, e.g., detailed data content and requirements, which can be discussed per use case. 
Proposal 7: Regarding CN/OAM/OTT collection of UE-sided model training data, RAN1’s work can be triggered by RAN2 LS if needed, e.g., detailed data content and requirements, which can be discussed per use case.

Conclusion
Work split between RAN1 and RAN2
Proposal 1: RAN1 and RAN2 are advised to avoid repeating the Rel-18 discussions in Rel-19 and instead concentrate on addressing the remaining open issues.
· RAN1 can focus on the requirement and necessity part, while RAN2 can focus on the detailed mechanism design
· At least for model identification and model transfer/delivery, RAN2 can wait for the input from RAN1 first before proceeding with specifics

Model identification
Proposal 2: In Rel-19 AI/ML framework study, type B model identification is prioritized compared with type A model identification. 
Proposal 3: In Rel-19 AI/ML framework study, the study of model identification should focus on the two-sided model instead of one-sided model. 
Proposal 4: In Rel-19 AI/ML framework study, in order to support a complete and unified solution for model identification, multi-vendor collaboration, and model pairing, MI-Option 2, MI-Option 3, and MI-Option 4 are prioritized. 
	Category
	Model identification
	Multi-vendor collaboration
	Whether model pairing is addressed
	Analysis

	Data collection related configuration(s) and/or indication(s)
	MI-Option 1
	
	No
	MI-Option 1 may not address the model pairing issue directly. For example, even with the same data collection related configurations and/or indications, the UE-part model may not be compatible with the network-part model due to the quantization method, data resolution, output size of the CSI generation part, etc.

	Dataset
	MI-Option 2
	Option 2, Option 4
	Yes
	MI-Option 2 (dataset transfer) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Model transfer
	MI-Option 3
	Option 3, Option 5
	Yes
	MI-Option 3 (model transfer) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Standardization of reference models
	MI-Option 4
	Option 1
	Yes
	MI-Option 4 (standardized reference model) can be applied to address the multi-vendor collaboration issue and model pairing issue.

	Model monitoring
	MI-Option 5
	
	No
	MI-Option 5 (model monitoring) may not address the model pairing issue directly. For example, in case of poor model performance, it is not clear whether it is due to the incompatibility of the model or other potential reasons, e.g., additional condition.  



Observation 1: Regarding MI-Option 1, 
· It can only be applied to UE-sided model, but not for two-sided model.
· The model ID (or additional condition ID) is for each set of data collection related configuration(s) and/or indication(s).
Observation 2: Regarding MI-Option 2, 
· It can be applied to UE-side model and two-sided model.
· The model ID (or dataset ID) is associated with the dataset transferred from base station to UE
Observation 3: Regarding MI-Option 3, 
· It can be applied to UE-side model and two-sided model.
The model ID is associated with the model transferred from base station to UE 
Observation 4: Regarding MI-Option 4, 
· Standardization of reference UE-part model is preferred.
· There is no such issue as multi-vendor collaboration and model pairing if reference UE-part model is standardized. 
Observation 5: Regarding MI-Option 5, more clarification is needed.
· It can be applied to address the additional condition issue, but not for multi-vendor collaboration and model pairing.

Model transfer/delivery
Proposal 5: In Rel-19 AI/ML framework study, RAN1 prioritizes the model transfer study for two-sided model rather than UE-side model. 
Proposal 6: In Rel-19 AI/ML framework study, RAN1 prioritizes the model transfer z4 for two-sided model.

CN/OAM/OTT collection of UE-sided model training data
Proposal 7: Regarding CN/OAM/OTT collection of UE-sided model training data, RAN1’s work can be triggered by RAN2 LS if needed, e.g., detailed data content and requirements, which can be discussed per use case.
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