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Introduction
A Rel-19 work item on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface has been approved in [1]. The objectives of this work item include specification support for use of AI/ML for positioning accuracy enhancements considering the outcome of the studies reported in the TR for the Rel-18 study item on Artificial AI/ML for NR air interface [2].
During RAN1 #116 meeting, the following were agreed [3]:
	Agreement
For Rel-19 AI/ML based positioning, the measurements for determining model input are based on the DL PRS and UL SRS defined in TS38.211.
· Note: The use of SRS for MIMO resource is transparent to UE.

Agreement
1. For AI/ML based positioning case 3b, at least the following types of time domain channel measurements are supported for reporting: 
(a) timing information;
(b) paired timing information and power information.

Agreement
2. For AI/ML based positioning case 2b, at least the following types of time domain channel measurements are supported for UE reporting to LMF: 
(a) timing information;
(b) paired timing information and power information.

Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.

Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For LMF-side model, RAN1 studies whether/what assistance information and/or measurement report may be sent from UE/PRU, and/or gNB to LMF to assist at least for the performance monitoring.
· RAN1 understands that it is out of RAN1 scope to define monitoring metric calculation and related model management decisions for LMF-side model. 

Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time
Agreement
For AI/ML based positioning for all use cases, RAN1 investigate the necessity and feasibility of using phase information (in addition to timing information and power information) for determining model input. The issues to study include:
· Tradeoff of positioning accuracy and signaling overhead
· The impact of transmitter and receiver implementation
· Specification impact
· Other aspects are not precluded
Note: the phase information may be used in different ways, e.g., one phase value for the first path or first sample only; triplet of {timing information, power information, phase information} for CIR, etc.


In this contribution we present our views on the potential enhancements necessary to support one-sided AI/ML models for the positioning use-case. 
Aspects Requiring Potential Specification Enhancements
Based on the Rel-18 studies and as also outlined in the WID, the following areas can be seen to require potential enhancements for support of AI/ML for positioning for the identified use-cases considering one-sided models at UE/gNB/LMF:
· Model LCM including:
· Data collection
· Entities responsible for data collection (e.g., based on measurements) and/or collection for different data types and their signalling
· Could be for one or more of: training, inference, updating, monitoring
· Note: Data collection related to model inference and model monitoring are discussed separately.
· For model training, entity for training and that responsible for training data generation may be different 
· Assistance information 
· Model inference
· Input and output data types and their signalling
· Functionality/Model monitoring
· Monitoring metrics
· Details of monitoring entities and any associated signalling 
· Functionality/Model identification
· At least for Cases 1 and 2a with UE-sided models
· Functionality/model selection, (de-)activation, switching, and fallback operation
· Additional conditions to ensure consistency between training and inference phases
· NW-side additional conditions for UE-sided models
· UE-side additional conditions for NW-sided models (model @ gNB or @ LMF), if necessary.
· UE capabilities
In the subsequent sections, we discuss the above aspects following from the outcome of the Rel-18 studies and the latest progress in Rel-19. 
Model Life Cycle Management
As captured in the TR 38.843 [2], model life cycle management involves the following aspects in general:
· Data collection, including assistance information
· Model training
· Functionality/model identification 
· Model transfer/delivery
· Model inference
· Functionality/model selection, (de-)activation, switching, and fallback operation
· Functionality/model monitoring
· Model update
· UE capability.
For positioning use-cases utilizing one-sided models (at UE, gNB, or LMF), we focus on the scenarios where the model training and inference occur at the same entity. While scenarios involving model transfer/delivery are still relevant to at least some positioning use-cases (e.g., Cases 1, 2a, 3a), considering the dependency on parallel studies on model transfer/delivery, it would be more reasonable to postpone any consideration of model transfer/delivery for positioning use-cases to a later phase in the WI. 
Proposal 1: 
· RAN1 to focus on scenarios where the model training and inference occur at the same entity. Scenarios involving model transfer/delivery are deferred to a later phase during the Rel-19 WI when further progress is made on model transfer/delivery as part of the ongoing study aspects.
Further, following from the above, it would also be reasonable to assume that model update may be performed as part of model LCM by the entity where the model resides, and thus, consideration of specification impact to support model update may be deferred to a later phase in the WI when better clarity on model transfer/delivery and model identification is attained. 
Proposal 2: 
· RAN1 to focus on scenarios where the model update may be performed (as part of model LCM) by the entity where the model resides. Considerations of specification impact for model update are deferred to a later phase during the Rel-19 WI when further progress is made on model transfer/delivery and model identification as part of the ongoing study aspects.
The remaining aspects are discussed in the following sub-sections.
Data Collection
Data collection is a critical aspect for AI/ML based positioning with different manifestations, e.g., data collection for model training, data collection for model inference, data collection for model/functionality monitoring, etc. In Table 1, we summarize the likely types of data and their signalling types as relevant to positioning use-cases.
[bookmark: _Ref158745686]Table 1. Summary of data types and their signalling
	Content
	Signalling type

	Ground-truth label
	Measurement report

	Measurements corresponding to model input
	Measurement report

	Quality indicator (for ground-truth labels and/or measurement data)
	Measurement report

	RS configurations (for deriving measurement)
	Assistance signalling

	Assistance info for label calculation/generation, for label validity/quality condition(s), e.g., between LMF and UE/PRU
	Assistance signalling

	Time stamp (time stamp in existing positioning measurements or new time stamp report)
	Measurement report



Observation 1: 
· The signalling type associated with different data types as part of data collection for AI/ML based positioning can be summarized as in Table 1.
For ground-truth label with any associated label quality generation, the entities responsible for data collection are summarized in Table 2. Here, ground-truth labels may include target location coordinates for direct AI/ML-based positioning and estimates for timing information and/or LOS/NLOS indicator for AI/ML-assisted positioning.
[bookmark: _Ref158745993]Table 2. Summary of entities responsible for ground-truth labels for different positioning cases
	Entity
	Case 1
	Case 2a
	Case 2b
	Case 3a
	Case 3b

	UE with estimated/known location
	
	
	
	
	

	Positioning Reference Unit (PRU)
	
	
	
	
	

	Network entity (other than LMF)
	
	
	
	
	

	LMF with known PRU location
	
	
	
	
	


For Case 1, instead of relying on UE/PRU to determine estimates of location coordinates, e.g., with or without use of assistance data from LMF, the LMF may provide ground-truth labels that are determined based on estimates using measurement data from PRUs/UEs. Such an option can reduce the reliance on PRUs for location coordinate estimates as LMF can provide such estimates based on measurement data reported by UE. Thus, this approach can be interpreted to include dataset transfer/delivery from LMF to UE for model training at the UE. Note that in this case, instead of direct dataset transfer/delivery from LMF to UE, the LMF could transfer labelled dataset to UE-side OTT server via CN (e.g., NWDAF) or via the OAM.
For Case 3a, ground-truth labels may include timing information and/or LOS/NLOS indicators, and these may be generated by the gNB/TRP (NW entity other than LMF) without any issues regarding privacy.
Proposal 3: 
· For AI/ML-based positioning, consider the entities for ground-truth label generation as presented in Table 2.
Next, we identify the need for data transfer support to provide model input/output for each of these cases in Table 3.
Table 3. Summary of data transfer support necessary for different positioning cases
	
	Case 1
	Case 2a
	Case 2b
	Case 3a
	Case 3b

	Model input
	Opt. A: No data transfer
Opt. B: Data transfer including ground-truth labels: LMF  UE/UE-side server
	No data transfer
	Channel measurement transfer:
UE  LMF
	No data transfer
	Channel measurement transfer:
NG-RAN node  LMF

	Model output
	NA
	Model inference output transfer:
UE  LMF
	NA
	Model inference output transfer:
NG-RAN node  LMF
	NA



Proposal 4: 
· The necessity/applicability of data transfer and, if supported, the source-destination entities of data transfer for model input and model output depends on particular AI/ML based positioning sub-use-case as captured in Table 3.
During RAN1 #114 and RAN1 #114bis meetings, RAN1 agreed on various details on data collection that were communicated to RAN2 via reply LSs in [5] and [6]. For AI/ML-based positioning, RAN1 noted the following in [5] on the assumptions related to data collection:
	· For positioning enhancement use case:
· For model training, training data can be generated by UE/PRU/gNB/LMF and terminated at LMF/OTT server.
· For LMFNW-sided model inference (Case 2b, Case 3b), input data can be generated by UE/gNB and terminated at LMF gNB.
· For gNB-sided model inference (Case 3a), input data is internally available at gNB.
· For UE-side model inference (Case 1, Case 2a), input data/assistance information is internally available at UE can be generated by LMF/gNB and terminated at the UE.
· For modelperformance monitoring at the NWLMF side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by UE/gNB and terminated at LMF.
· For modelperformance monitoring at the NWgNB side, calculated performance metrics (if needed) or data needed for performance metric calculation (if needed) can be generated by at least gNB.
Note: In RAN1’s answer to Assumption 4, RAN1 did not reply on the different NW entities for training (gNB/CN/LMF/OAM) as it is out of RAN1’s expertise that RAN1 cannot confirm.
Note: For the above replies for Assumption 1~4 in Part A, RAN1’s understanding is that “input data” in the RAN2 LS does not include assistance information that a model may additionally use as model input. In RAN1’s answer, RAN1 did not reply on assistance information, and informs RAN2 of related conclusions/agreements/observations in the Appendix.




Regarding data content, RAN1 noted the following for AI/ML-based positioning in [6]:
	For positioning
	LCM purpose
	Case
	Data content
	Typical data size (per data sample)
	Typical latency requirement
	Notes

	Training
	All Cases


	Measurements (corresponding to model input): timing, power, and/or phase info
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	
	Direct AI/ML positioning
	Label: Location coordinates as model output
	56 to 144 bits 
See Note 3
	Relaxed
	

	
	
AI/ML assisted positioning
	Label: Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	Relaxed
	

	Inference
	1
	Location coordinates as model output
	56 to 144 bits
See Note 3
	See Note 5
	

	
	2a, 3a
	Intermediate positioning measurement (timing info, LOS/NLOS indicator) as model output
See Note 2
	10s bits to 100s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	
	2b, 3b
	Measurements (corresponding to model input):
Timing, power, and/or phase info 
See Note 2
	Size depends on number of PRS/SRS resources, measurement type (timing, power, and/or phase info) and report format:
~100 bits to 1000s bits per PRS/SRS resource
See Note 3
	See Note 5
	

	Monitoring
	All Cases
	See Note 8
	See Note 8
	Near-real-time
	See Note 6 and 7



Note 1: The necessity and feasibility of difference cases (Case1 to Case3b) needs further discussion/conclusion.
Note 2: For measurements as model input, no agreement on measurement types (i.e., time, power, and/or phase) in RAN1 for all cases (i.e., Case1 to Case3b). Measurement types (including their necessity) and sizes/dimension needs to be further discussed. Candidate measurement types discussed/evaluated for model input include CIR (contains timing, power and phase information), PDP (contains timing and power information), DP (contains timing information). For labels (i.e., model output) of AI/ML assisted positioning (Case2a, Case3a), RAN1 identified an initial listing of candidates that provide performance benefits (i.e., timing info, LOS/NLOS indicator). RSRP/RSRPP is for further discussion.
Note 3: The measurement size of one data sample = (measurement data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model input). The label size of one data sample = (label data size of one PRS/SRS resource)*(number of PRS/SRS resources needed for model output). The quantization and bit representation of time, power, and phase information (including their necessity) still need to be further discussed.  Existing specification allows reporting of up to 64 PRS/SRS resources per frequency layer for one positioning fix. For evaluations, most companies considered up to 18 TRPs. It should be noted that AI/ML positioning is not restricted to work only with maximum of 18 TRPs.
· Example of calculation on a potential lower bound on measurement size per PRS/SRS resource:
· A potential lower bound on measurement size per PRS/SRS resource can be calculated as follows (assuming timing only for 9 measurements per PRS/SRS resource): 16 + 9*8 = 88 bits. The total lower bound can be 88*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix. This is based on the assumption of timing info as 16 bits for first arrival and 9 bits for relative timing.
· Example of calculation of a potential upper bound on measurement size per PRS/SRS resource:
· A potential upper bound on measurement size per PRS/SRS resource can be calculated as follows (assuming timing, power, and phase for 256 measurements per PRS/SRS resource and assuming 8 bit representation of each real number): 2*(8*256) = 4096 bits. The total upper bound can be 4096*N bits, where N is number of PRS/SRS resources used as model input for obtaining a positioning fix.
· For location coordinates (corresponding to model output)
· The bit representation of location coordinates depends on the type of shape, resolution, and uncertainty used to indicate the location (e.g., ellipsoid point, ellipsoid point with uncertainty circle, high accuracy ellipsoid with uncertainty ellipsoid, etc.) as listed in TS 23.032. The range of bit representation for location coordinates can be 7 bytes to 18 bytes (i.e., 56 to 144 bits). The location information report in existing specifications may contain additional information besides location coordinates (e.g., velocity, location error, integrity info, etc.)
· For intermediate positioning measurement (corresponding to model output):
· The quantization and bit representation of time, [RSRP/RSRPP], and LOS/NLOS information (including their necessity) as model output still need to be discussed in an appropriate working group. As a reference to existing timing representation in Rel17 [TS 37.355], an example on the label size can be of 21 bits per PRS/SRS resource while assuming model output produces one timing of 21 bits per PRS/SRS resource. The label size can be 21*N bits, where N is number of PRS/SRS resources for which intermediate positioning measurement has been generated. If LOS/NLOS indicator (1 bit per PRS/SRS resource assuming hard value for LOS/NLOS indicator) is included, the label size becomes 22*N bits. 
Note 4: No agreement on reporting types (i.e., periodicity, event-triggered/on-demand, etc.). 
Note 5: There are no agreements on the reporting latency. 
Note 6: RAN1 agreed on an initial listing of entities that can derive the monitoring metric for AI/ML positioning for different cases (Case1 to Case3b):
 -1: At least UE derives monitoring metric
 -2a: At least UE derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -3a: At least gNB/TRP derives monitoring metric
     - LMF (if monitoring based on ground truth)
 -2b and 3b: At least LMF derives monitoring metric 
Note 7: No agreement yet on a monitoring decision entity or their mapping to other entities (e.g., entity running the inference, entity deriving the monitoring metric, etc.).
Note 8: RAN1 has studied several types of related statistics where potential request/report of Monitoring related statistics and its necessity are for further discussion. 
Common Notes for all sub-use-cases:
· In answering latency requirements, RAN1 used the following descriptions:
· Relaxed (e.g., minutes, hours, days, or no latency requirement)
· Near-real-time (e.g., several tens of msecs to a few seconds)
· Time-critical (e.g., a few msecs)
· In the reply, RAN1 captured the typical data size per each data sample.
· Model training is assumed to be offline training.
· In RAN1’s answer, RAN1 did not list assistance information. RAN1 has informed RAN2 of related conclusions/agreements/observations regarding assistance information in the RAN1 response to Part A.
· There may be other information identified for training not included in the tables. For example, in positioning enhancement, some information has been considered as potential spec impact (e.g., quality indicators, time stamps, RS configuration(s)). 
· In this reply for Part B, the term 'NW-side monitoring' is not explicitly used since RAN1’s understanding of the term is not fully aligned with RAN2 terminology. Rather, RAN1 explained directly the data contents for monitoring. It should also be noted that in the RAN1 response to part A, RAN1 used the term ‘NW-sided monitoring’ aligned with RAN2.
· For monitoring, RAN1 provided replies only for near-real-time monitoring. The requirements for data collection for relaxed monitoring, if necessary, can be considered to be similar to offline training requirements.



While some of the details on the relevant measurements/metrics are discussed in relation to characterization of model input in Section 3.2.1, in this section, we present some considerations on the procedures involving a data collection/generation entity and an LMF for proper management of the data collection. For cases where a UE or NG-RAN node (e.g., gNB) serves as the data collection entity, the LMF can provide guidance in the form of assistance information for data collection for model training or other model/functionality Life Cycle Management (LCM) purposes.
For UE-based AI/ML positioning or UE-assisted AI/ML positioning (Cases 1, 2a), as part of assistance data regarding DL PRS configuration, a UE can be provided by the LMF with one or more configurations of measurement time windows during which the UE may be expected to perform measurements towards data collection and/or report ground-truth labels (e.g., for UEs serving as Positioning Reference Units (PRUs)) for data collection for model training. Note that even for Case 2b, where the model resides at the LMF, provision of such assistance data can be applicable for training data collection.
Provisioning of such time windows enables the LMF to avoid staleness of data or reporting/usage of irrelevant data by controlling time periods when the data is collected with respect to the choice of the model(s) used. For instance, the radio environment may vary significantly for various public spaces depending on time of day/activities/events, and accordingly, as part of AI/ML model/functionality LCM, it should be possible to use the appropriate dataset for certain model(s)/functionality(ies). Such time windows may be defined as one-shot or periodically occurring time windows with a configuration of the start of the window, duration/length of the window, and periodicity of the window (if applicable).
[bookmark: _Hlk158979880]Further, in tandem with the above, for UE-based or UE-assisted positioning, an NG-RAN node can be provided by the LMF with one or more configurations of time windows to configure and transmit DL PRS with certain requested configuration(s) for data collection for model training.
The above could be supported by adopting the framework introduced in Rel-18 to support simultaneous measurements in DL for high accuracy positioning utilizing PRUs.
Proposal 5: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, as part of assistance data regarding DL PRS configuration, the LMF could provide a UE with one or more configurations of measurement time windows during which the UE is expected to perform measurements towards data collection and/or report ground-truth labels.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous DL positioning measurements across UEs could be considered.
· Details FFS.
 Proposal 6: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, the LMF could provide an NG-RAN node with one or more configurations of time windows to configure and transmit DL PRS with certain requested configuration(s) for data collection for model training.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous DL positioning measurements across UEs could be considered.
· Details FFS.
In addition to the temporal dimension, for UE-based or UE-assisted positioning, a UE can be provided by the LMF with configuration of a measurement validity area within which the UE may perform the measurements and/or report ground-truth labels for data collection for model training. Towards this, the concept of AreaID-CellList, as described in TS 37.335, to list the NR Cell-IDs of the TRPs belonging to a particular network area within which the UE is to perform measurements and/or report ground-truth labels could be reused.
Proposal 7: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, the LMF could provide a UE with configuration of a measurement validity area within which the UE may perform the measurements and/or report ground-truth labels for data collection for model training.
· The concept of an AreaID-CellList, as described in TS 37.335, to list the NR Cell-IDs of the TRPs belonging to a particular network area within which the UE is to perform measurements and/or report ground-truth labels, could be reused.
· Details FFS.
For NG-RAN node-assisted positioning, the NG-RAN node could be provided by the LMF with one or more configurations of time windows during which the NR-RAN node is expected to schedule SRS transmissions from one or more of its served UEs and perform associated measurements on the SRS resources for data collection for model training. For the measurements, LMF could provide NG-RAN nodes with information for SRS scheduling in neighboring cells similar to the current UL positioning framework. 
The above could be supported by adopting the framework introduced in Rel-18 to support simultaneous measurements in UL for high accuracy positioning utilizing PRUs.
Proposal 8: 
· For NG-RAN node-assisted AI/ML positioning, the LMF could provide an NG-RAN node with one or more configurations of time windows during which the NR-RAN node is expected to schedule SRS transmissions from one or more of its served UEs and perform associated measurements on the SRS resources for data collection for model training.
· For the measurements on UL SRS from UEs in other cells, LMF could provide NG-RAN nodes with information for SRS scheduling in neighboring cells similar to the current UL positioning framework.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous UL positioning measurements across UEs could be considered.
· Details FFS.
For some use-cases requiring data transfer from the data collection entity to the training/inference entity, including at least Cases 2b and 3b, the impact from signalling overhead (OH) could be significant. Thus, it would be necessary to consider ways to enable data reporting with some compression to reduce the impact. While the impact is significant for Case 2b, for Case 3b, more flexibility can be expected due to lack of over-the-air Tx-Rx when using NRPPa. 
As one straightforward option, configuration of a measurement reporting granularity in time that may include uniform or non-uniform sub-sampling in time should be considered, i.e., uniformly/non-uniformly skipping a number of measurements based on some pre-defined or configured rules. This is further elaborated in the context of characterization of model input data.
Data corresponding to certain instances could also be skipped depending on characteristics of the measurements themselves, e.g., for data involving ground-truth labels, the data generation/collection entity (e.g., UE or NG-RAN node) may skip inclusion of certain datapoints if the location ground-truth does not change beyond a configured or predetermined threshold. Similarly, for reporting intermediate metrics like RSTD, RTOA, RSRP, RSRPP, etc., the data generation/collection entity (e.g., UE or NG-RAN node) may skip inclusion of certain data points or inclusion of one or more metrics for a data point unless the metrics have changed beyond configured or predetermined threshold(s).
Proposal 9: 
· At least for Cases 2b where the data collection/generation entity is different from the entity performing model training/inference/LCM and data transfer involves over-the-air transmission, RAN1 to investigate potential solutions to enable efficient compression of data collection. 
Note that the above should be considered in addition to the considerations on proper quantization and the compact representation of the collected data (some of which were captured in the RAN1 Reply LS in [6]), especially in terms of adopting existing metrics or defining new ones. Such enhancements would apply to all AI/ML-based positioning sub-use-cases and not just Case 2b. During the SI phase, general methods involving compression, feature extraction, truncation, sub-sampling, etc. have been identified towards the reduction of the signalling OH. RAN1 would need to further explore different options and their combinations accordingly.
Model Inference 
We focus on data types, related measurements and any applicable processing for characterizing model input and output for the AI/ML-based positioning sub-use-cases. 
[bookmark: _Ref158978193]Model Input for AI/ML-based Positioning
The following candidates were widely considered for model input for AI/ML based positioning in Rel-18:
1. CIR: Timing, power, and phase information for multiple observed channel samples
2. PDP: Timing and power information for multiple observed channel samples
3. DP: Timing information for multiple observed channel samples
4. Existing measurements, e.g., RSRP/RSRPP/RSTD/RTOA

During RAN1 #116 meeting, support of timing and paired timing and power information was agreed with further consideration of phase information [3].
As noted in the TR, potential enhancements in reporting of the above data types may include aspects such as truncation, feature extraction, alignment of sample/path determination, etc.
Further, the representation of time domain channel measurements to be at least used as AI/ML model inputs in terms of samples or detected paths was discussed and the following was agreed [3]:
	Agreement
In Rel-19 AI/ML based positioning, regarding the time domain channel measurements, RAN1 investigate the following alternatives:
· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.
The issues to be studied include, but not limited to, the following:
· Tradeoff of positioning accuracy and signaling overhead
· Impact and necessary details of gNB/UE implementation to obtain the channel measurement values. 
· Whether the same Alternative(s) applies to all cases or not
· Applicability and necessity of specifying the Alternative(s) to different cases
· Note: different sub-cases may have different issues. 
Note: In addition to timing information, the components for the channel measurement for model input may also include power and potentially phase. To provide the type of the channel measurement in their investigation.



Sample- and Path-based representation of time domain channel measurements
While sample-based representation was mostly used as part of evaluations during the Rel-18 SI phase, current specifications utilize path-based reporting of timing information, power information, etc., for the first and additional paths. 
As described in the agreement from RAN1 #116, sample-based measurements correspond to the case of representing the channel via a direct sampling of the channel response (post-channel estimation) following a specific sampling rate. Thus, all timing instances correspond to points on the sampling grid defined by the sampling rate. On the other hand, path-based measurements correspond to timing instances that are determined based on the one or multiple paths in time domain detected by the receiver. Consequently, between the two, path-based measurements can be seen to involve a greater dependency on the receiver algorithms, including channel estimation (common for both path- and sample-based measurements) and multipath detection (only for path-based measurements). 
This leads to the expectation that AI/ML models using path-based measurements would have a larger demand on model generalizability across potentially different implementations at UE/gNB receivers for path detection for a target performance accuracy. The downside to using sample-based approach is the likely increase in signalling overhead, which can be quite important at least for Case 2b involving over-the-air transfer. Further, this would impact other sub-use-cases, e.g., Cases 1 or 2a, in case any training data/dataset transfer/delivery is considered for them from network to UE. 
The agreement in RAN1#116 defines the two approaches as follows:
	· Alternative (a).  Sample-based measurements, where the timing information is an integer multiple of sampling periods. 
· Alternative (b).  Path-based measurements, where the timing information is according to the detected path timing and may not be an integer multiple of sampling periods.


It should be noted that each of sample-based and path-based representations is associated with a “timing grid” which is defined using a reference time and a timing granularity. Without clarifying the “sampling period”, it would be unclear how a detected path timing in bath-based measurement is not an integer multiple of sampling periods because a detected path timing which is not an integer multiple of sampling period #1 would still be an integer period of a smaller sampling period (sampling period #2 which defines the “timing grid” for path-based measurement). Therefore, here is our interpretation of sample-based and path-based timing representation:
1. Sample-based approach: Representation of timing information by taking the first  consecutive time instances based on timing grid of the CIR, i.e. output of channel estimation. In specific, the timing information includes reference time, sampling period, and value of . The time instances represented by sample-based approach are intended to indicate the time instances of the first K samples (regardless of their power) of the CIR. The sampling period of the sample-based approach is referred to as nominal sampling period. The corresponding nominal sampling rate may be specified or configured, including potential consideration of over- and sub-sampling relative to the nominal sampling rate.
· Drawback(s): This approach has the largest overhead as it requires transfer of at least channel tap powers for a potentially large number of time instances, even if the tap powers are small or negligible.
· Benefit(s): It results in the most complete representation of the CIR and minimizes demands on model generalization to cover different UE/gNB receiver implementations, e.g., for detection of first arrival path (FAP) and additional paths.
2. Path-based approach: Representation of timing information by taking  specific (not necessarily consecutive) time instances based on timing grid of output of path-detection. In specific, the timing information includes reference time, sampling period, and value of , and  timing instance values. The time instances represented by path-based approach are intended to indicate the time instances of the  detected paths based on the CIR. For reporting of the K time instances per the path-based approach, the time granularity may be typically smaller than the nominal sampling period for sample-based measurements. The value of  for the path-based approach is typically smaller than that for the sample-based approach.
· Drawback(s): This approach has the highest dependency on UE/gNB receiver implementation. As a result, corresponding model generalization performance could be negatively affected when the training and inference data are generated from sources, e.g., UEs/gNBs, with different implementations. However, note that even for sample-based approach, there would be dependency on different algorithms used at least for channel estimation. 
· Benefit(s): It has potentially the least overhead among the four approaches.
It should be also noted that the sampling period and/or value of  for any of the above measurement approaches can be specified or configurable, in which case they will not be part of the measurement report. Alternatively, both parameters can be included as part of the measurement report. Also, the reference time for any of the reporting approaches should be specified in the specifications so that both source and destination entities of the measurement report have the same understanding of the measurement report.
Path-based measurements can be interpreted as employing a feature extraction step applied to the CIR to determine the paths corresponding to which timing/power/phase information is reported. In light of this, to mitigate the signalling overhead downside of sample-based approach, variations of the sample-based measurements based on non-uniform sampling could be considered which utilizes information on detected paths to compress the representation. 
3. Hybrid approach: Representation of timing information by taking  specific samples sampled at the nominal sampling rate and on the sampling grid of the estimated CIR defined by the nominal sampling rate around (i.e., on the left and right of, within the overall CIR window) each of M detected paths, while in between detected paths a coarser sampling rate with sampling period that is an integer multiple of the nominal sampling period could be applied. The coarse sampling rate could include the extreme case wherein the coarse sampling rate is zero. The total number of samples  for the hybrid approach is typically larger than that for the path-based approach.
· Drawback(s): This approach includes partial information on both CIR and path detection, which could potentially reveal some implementation information.
· Benefit(s): It provides the most efficient trade-off between overhead and robustness of generalization.
4. Power-per-sample-based approach: Representation of timing information by taking  specific samples on the sampling grid of the estimated CIR around (i.e., on the left and right of, within the overall CIR window) N samples that correspond to the N samples with the highest power values within the estimated CIR. This approach could allow for a trade-off between the reliance on receiver multipath algorithms and the signalling overhead and can be seen as a generalization of reporting reduced samples. The total number of samples  for the power-per-sample-based approach is typically smaller than that for the sample-based approach.
· Drawback(s): No major drawback.
· Benefit(s): It provides a reasonable trade-off between overhead and robustness of generalization.
Figure 1 illustrates the above four approaches.
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[bookmark: _Ref163078070][bookmark: _Ref163078063]Figure 1. Different approaches for representation of timing information. Here, for the hybrid approach and  for the Power-per-sample approach.
Considering the above discussion, at least for use-cases where the overhead of model input representation is quite important, i.e., cases 2b and 3b, we propose to support the power-per-sample-based approach.
Proposal 10: 
· For cases 2b and 3b, consider the representation of timing information for model input using one of the following options:
· Power-per-sample-based approach: Representation of timing information by taking  specific samples on the sampling grid of the estimated CIR around (i.e., on the left and right of, within the overall CIR window) N samples that correspond to the N samples with the highest power values within the estimated CIR.
· Path-based approach: Representation of timing information by taking  specific (not necessarily consecutive) time instances based on timing grid of output of path-detection. In specific, the timing information includes reference time, sampling period, and value of , and  timing instance values.
· Hybrid approach: Representation of timing information by taking  specific samples sampled at the nominal sampling rate and on the sampling grid of the estimated CIR defined by the nominal sampling rate around (i.e., on the left and right of, within the overall CIR window) each of M detected paths, while in between detected paths a coarser sampling rate with sampling period that is an integer multiple of the nominal sampling period.
· FFS: Whether different approaches could be used for Cases 2b and 3b.
Timing Information as part of Model Input
Timing information is part of the model input for CIR, PDP, and DP. Different approaches can be used to represent a sequence of time instances as the timing information of a CIR or PDP or DP. Consider a positioning framework consisting of  TRPs and let  denote  time instances (with respect to a time reference ) corresponding to  paths in a multipath channel from TRP , , to a particular UE (or from the UE to TRP  in case of UL based positioning). As discussed during the SI phase, these time instances could correspond to sampling instances for representation of the CIR.
Regarding determination of the reference time  corresponding to TRP , we have the following considerations.
i. For DL positioning, the following options could be considered:
· Option i-1: One of the TRPs, namely TRP , can be taken as the reference TRP. Then, similar to the existing definition of RSTD in TS38.215 ‎[4], the reference time  can be defined as the time when the UE receives the start of one DL subframe from the reference TRP  that is closest in time to the DL subframe received from TRP .
· Option i-2: The reference time  may be defined as the start of the DL subframe containing the measurement RS received from TRP . Further, the start of the DL subframe could be determined simply from the UE Rx perspective, i.e., without factoring in propagation delay, or by taking it into consideration (i.e., aligned with the gNB/Tx side) based on estimates of the propagation delay. It should be noted that, at least for a supervised learning approach, the propagation delay may not be required as part of model input since the model could be capable of inherently learning the propagation delay based using sufficiently large dataset sizes (samples/sq. m) and the ground-truth labels.
ii. For UL positioning, RAN1 agreed on the following:
	Agreement
For AI/ML based positioning Case 3b, for gNB channel measurements reported to LMF, the timing information is represented relative to a reference time. 
· FFS: Whether any specification impact of the reference time used to represent the timing information. Details of the reference time



Further, to define the reference time, the following options could be considered:
· Option ii-1: The reference time  can be defined as the start of the UL subframe containing the measurement RS received by TRP  from the UE. Again, this may not capture the propagation delay component. 
· Option ii-2: The reference time  may be defined as the sum of the UL RTOA reference time (T0) as defined in TS 38.215 that utilizes the nominal beginning time of SFN 0 provided by SFN Initialization Time [TS 38.455] and the start of the UL subframe containing the measurement RS,  where  and  are the start of the frame and subframe with the UL RS, respectively. 
· In this case, the reference times are aligned across TRPs coordinated by the LM and reduces the effect of timing differences across TRPs for the model input, thereby reducing the demands on model generalization.  
As can be seen from the above, depending on how the time instances are encoded, it could be possible that the above approaches for determination of reference time  do not include the propagation delay as part of time domain information. To include propagation delay (equivalently, Time of Flight (ToF)) in time domain information, a similar approach as the RX-TX time difference measurement in NR for RTT determination can be adopted ‎[4]. In particular, the RX-TX time difference  can be used to estimate the propagation delay by gNB or UE and used in addition to the sequence of time instances . Inclusion of propagation delay as part of timing information of the channel response provides a more complete timing information.
Proposal 11: 
· For representation of the timing information for CIR/PDP/DP to serve as model input, solutions to convey the information on propagation delay should be pursued.
· FFS: The propagation delay information is captured as part of the encoded timing information itself related to CIR/PDP/DP or is conveyed separately in addition to the timing information related to CIR/PDP/DP.
Regarding representation of the time instances in the timing information, the following options can be considered:
· Option 1 (Fully independent time instance representation): Directly use the measured time instances ,  ,  as the timing information. This option has the largest data size as each time instance is represented with its full dynamic range.
· Option 2 (Partially independent time instance representation): Use  as the timing information. This option has lower data size compared with Option 1. the existing mechanism of RSTD determination and additional detected paths for DL positioning as described in TS38.214 ‎[3] can be re-used in principle for this option, in which case the maximum number of additional paths may need to be increased from the existing value of 8. 
· Option 3 (Differential time instance representation): Use  as the timing information. This option has the most concise data size among the three options.
In view of potentially large data sets for model training, any potential saving in the number of bits required for data representation could provide meaningful gain for model input transfer, if applicable. In this sense, option 3 is the most preferred option for representation of time instances in the timing information. 
Note that this approach can be used for both path- and sample-based measurements - for sample-based measurements, this approach would still be applicable if reporting reduced numbers of samples or if using non-uniform sampling. If all samples (up to a maximum defined value) are to be reported, then only the timing information for the first sample would be necessary. If all samples (up to a maximum defined value) are to be reported, then reporting of DP (only timing information reporting as agreed during RAN1 #116) is not applicable.
Proposal 12: 
· Support relative differential time instance representation for representation of timing information of the channel response for model input in AI/ML based positioning using CIR/PDP/DP.
Lastly, to represent the timing information, the current framework ‎[6] defined for reporting of RSTD/RTOA, etc. could be reused. Note that Rel-18 already introduced considerably fine granularity of reporting, with the support of reporting granularity factor values smaller than zero (the minimum value defined in Rel-16/17). In our view, this should offer sufficiently fine representation for use-cases that may require such. 
Proposal 13: 
· If path-based measurements is supported, the existing representation/quantization framework for timing-based metric reporting (e.g., RSTD, RTOA), with the smallest value of ReportingGranularityfactor (‘k) of -6 as introduced in Rel-18, can be reused for representation of timing information of the channel response for model input in AI/ML based positioning.
Power Information as part of Model Input
Power information is part of the model input for CIR and PDP. To represent a sequence of power value, the starting point is to reuse the definitions of DL PRS-RSRPP or UL SRS-RSRPP measurements currently supported in NR. In particular, the power  of the ’th path of the channel response from/to TRP , is defined as the linear average of the channel response at the ’th path delay of the REs that carry the RS configured for the measurement ‎[4]. 
If receiver diversity is used by the UE or NG-RAN node, one option is to take the maximum or a combination of powers of the ’th path of the channel response from/to TRP  as  such that the power value used as model input is no less than the power measured on either of the receiver branches. Further, the same receiver branch(es) used for the RSRPP value for the first path should be used for the RSRPP values for the additional paths. In the context of representing the “raw channel”, another option could be to consider power measurements of individual receiver branches as part of model input. 
While the above is described under the assumption of path-based measurements, the same can be applied to samples of the CIR in case of sample-based measurements.
Proposal 14: 
· For path-based measurements, re-use the existing definitions of DL PRS-RSRPP and UL SRS-RSRPP to represent power information of CIR/PDP/DP paths as AI/ML model input. 
· For sample-based measurements, re-use the existing definitions of DL PRS-RSRPP and UL SRS-RSRPP to represent power information for sample-based CIR/PDP/DP taps/samples as AI/ML model input.
· FFS: Further adaptations to the existing definitions.
Phase Information as part of Model Input
Phase information is part of the model input only for CIR. On justification of including phase information as part of channel measurements:
· Mixed results on performance gains from the SI phase – ranging from ~60% increase in positioning error to ~40% decrease in positioning error for PDP vs. CIR 
· Increased signalling overhead for inclusion of phase information 
· Challenges related to effect of unknown initial phases at Tx and Rx – effectively renders the phase information as random numbers.
· Double differential methods, assumed for Rel-18 NR CPP, may be rather cumbersome and impractical if necessary for training data collection.
· However, the present use-case is slightly different from that for Rel-18 NR CPP – without using estimate of the phase to determine propagation delay, the relative phase information between the different time samples or detected paths can still convey useful information in characterizing the channel. The relative phase information for different samples or paths due to the unknown initial phases at Tx and Rx is not affected as the initial phases impact all samples/paths almost equally for a given PRS/SRS resource. 
If supported, a similar approach as DL reference signal carrier phase (DL RSCP) measurement or UL reference signal carrier phase measurement (UL RSCP) can be reused with some extensions ‎[4]. In particular, in Rel-18, DL (resp. UL) reference signal carrier phase (RSCP) is defined as the phase of the channel response at the 1st path delay derived from the resource elements carrying DL PRS (resp. SRS) configured for the measurement. The same approach can be used for phase measurement with extension to additional path delays to obtain  phase values . Also, the same approach can be extended to sample-based measurement, where the RSCP can be defined for samples in the same way they are defined for paths. 
It is noted that, due to randomness of the initial phase, reporting only the phase of the first path or sample may not be sufficient, and reporting phases of additional paths or samples may be necessary. Further, in contrast to DL/UL NR CPP, since the phase information may not be directly used for propagation delay estimation and additional phase values corresponding to the additional paths are to be used, a relative metric may suffice. Accordingly, the phase values could be normalized with respect to the phase of the first arrival path. 
Proposal 15: 
· If phase information as model input is supported, consider extending the existing definitions of DL RSCP and UL RSCP to represent phase information for CIR as AI/ML model input to include phase information for the additional detected paths for path-based measurement or additional samples for sample-based measurement of the CIR as model input.
· FFS: Further adaptations to the existing definitions.
Model Output for AI/ML-Assisted Positioning
In AI/ML assisted positioning (case 2a, case 3a), the AI/ML model outputs are intermediate parameter(s) which are to be used by the LMF for UE localization. It is preferred to support at least existing UE localization methods in the existing LMF designs, and therefore, existing positioning measurement parameters and assistance information including RSTD, RTOA, RTT, LOS/NLOS indicator, RSRPP, and angle information (e.g., AoA) could be supported as output of the AI/ML model. Obviously, a particular AI/ML model may only have a subset of these parameters as its output.
Towards this, the following were agreed during RAN1 #116 [3]: 
	Agreement
For AI/ML assisted positioning Case 3a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via UL RTOA or gNB Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.

Agreement
For AI/ML assisted positioning Case 2a, at least LOS/NLOS indicator and/or timing information are supported for reporting. 
· If LOS/NLOS indicator is reported, the indicator can be reported as soft indicator or hard indicator as defined in 38.214.
· If timing information is reported, the timing information at least can be reported via DL RSTD or UE Rx-Tx time difference as defined in 38.215.
· Note: details of the report are pending further discussion.


In addition to the above, reporting of RSRP/RSRPP information from UE and gNB to LMF and AoA estimates from gNB to LMF should be supported for Cases 2a and 3a respectively. Note that, in this case, RSRPP information may or may not be strictly determined as AI/ML model output. However, the information would be important at the LMF for performing localization using the reporting timing and/or LOS/NLOS information just as in the case of non-AI/ML-based positioning. Further, in this case, a UE or gNB would also need to report associated path timings for the corresponding detected paths. 
Proposal 16: 
· For AI/ML-assisted positioning (Cases 2a and 3a), consider support of reporting of the following information from UE and gNB to LMF respectively:
· UE to LMF (Case 2a): RSRP/RSRPP for first and additional paths along with associated path timings. 
· gNB to LMF (Case 3a): AoA and RSRP/RSRPP for first and additional paths along with associated path timings. 
[bookmark: _Ref158987639]Functionality/Model Monitoring 
Depending on the source of data used for functionality/model monitoring, different approaches of functionality/model monitoring can be identified.
Approach 1: Functionality/model monitoring based on model input: In this case, the monitoring unit monitors statistics of the model input and makes appropriate decisions if “significant change” is detected in the measured model input compared with training data. A significant change in statistics of the model input can be tested using different methods of hypothesis testing, e.g., t-tests, z-tests, Chi-Square test, and analysis of variance (ANOVA), KL divergence, etc. The critical value (confidence level) for such testing methods can be adjusted to control the sensitivity of the testing. For the cases where the AI/ML model resides in UE, i.e., case 1 and 2a, subject to reported UE capability(ies), the following can be configured and signaled to the UE by the network:
· Model input information to be used for functionality/model monitoring.
· Type of monitoring/testing method and its corresponding critical value.
Approach 2: Functionality/model monitoring based on model output:
· Approach 2-1: The model is not provided with ground-truth label or its approximation: The monitoring unit monitors statistics of the model output and makes appropriate decisions if “significant change” is detected over time in the measured model output compared. A significant change in statistics of the model output can be tested using different methods of hypothesis testing, e.g., t-tests, z-tests, Chi-Square test, and analysis of variance (ANOVA).  For the cases where the AI/ML model resides in UE, i.e., case 1 and 2a, subject to reported UE capability(ies), the following can be configured and signaled to the UE by the network: 
· Model output information to be used for functionality/model monitoring.
· Type of monitoring/testing method and its corresponding critical value.
· Approach 2-2: The model monitoring unit is provided with ground-truth label or its approximation: Depending on the type of model output, a distance measure such as Euclidean distance between the model outputs and the ground-truth labels for continuous value outputs and Hamming distance between the model outputs and the ground-truth labels for binary outputs (e.g. LOS/NLOS) can be calculated. The calculated distance can be compared with a threshold to decide whether there is a significant difference between the output and ground-truth label or its approximation. For the cases where the AI/ML model resides in UE, i.e. case 1 and 2a, the following can be configured and signaled to the UE by the network:
· Model output information to be used for functionality/model monitoring.
· Type of distance calculation method and its corresponding threshold value.
It should be noted that a combination of the above approaches can be also used for functionality/model monitoring.
In our view, the functionality/model monitoring based on model input can be considered as the first level of monitoring for any significant changes in the measured data which in turn may imply significant changes in aspects such as deployment scenario where the AI/ML model is being applied. On the other hand, the functionality/model monitoring based on model output can be considered as the second level of monitoring for any significant changes in the measured data which may not be detectable by monitoring the model input but is potentially detectable at model output. Therefore, both approaches complement each other to have a holistic functionality/model monitoring framework, and so, should be supported.
Proposal 17: 
· Support both input-based and output-based functionality/model monitoring for AI/ML based positioning.
Functionality/Model Identification 
First, we note that model identification is an ongoing study aspect for the first half of Rel-19 timeframe. However, at the minimum, AI/ML functionality identification should be supported at least for Cases 1 and 2a with UE-side models. To identify supported functionality(ies), the primary reliance would be on the UE capability framework and possibly additional indications via the UE Assistance Information (UAI) framework. 
As captured in the TR [2], the following aspects need to be addressed:
	-	For AI/ML based positioning accuracy enhancement, at least for Case 1 and Case 2a (model is at UE-side) 
-	which aspects should be specified as conditions of a Feature/FG available for functionality-based LCM.
-	which aspects should be considered as additional conditions, and how to include them into model description information during model identification for model ID-based LCM.



Further, it is expected that the design of functionality identification may need to be adapted/expanded in case model identification is not supported to be able to realize the same features of model LCM via functionality LCM. 
Considering the above, it may be prudent to progress on the other design aspects prior to determining the exact components to be specified as conditions of an FG for functionality-level identification.
[bookmark: _Ref158987654]Functionality/Model Selection, (De-)activation, Switching, and Fallback Operation
At least for UE-side models (Cases 1 and 2a), it would be important to support a framework for functionality/model LCM that may include model selection, activation, deactivation, switching, and fallback operations. 
Functionality/model monitoring is the fundamental enabler for functionality/model LCM operations. While signalling support for explicit indication of functionality/model switching is certainly an option, switching between AI/ML functionalities/models may also be affected implicitly based on changes/(re)configuration related to data collection for training and/or inference. 
As an example, for UE-based or UE-assisted positioning with model residing at the UE side, a UE may be provided with multiple time window configurations and/or multiple validity area configurations such that each configuration of either or both of measurement time window and validity area correspond to an AI/ML model or AI/ML functionality. Accordingly, a particular choice of one or both types of configurations may implicitly indicate a model or functionality selection or switching between models or functionalities. Similar methods may also be applied for NG-RAN node-assisted positioning with model residing at the NG-RAN node.
Proposal 18: 
· At least for UE-side models, model/functionality selection or switching could be realized via explicit indication from a network entity (e.g., LMF) or implicitly based on configurations related to data collection for training and/or inference, e.g., configurations related to data collection in time dimension or over a certain geographical area.
To decide on model (de-)activation or fallback to non-AI/ML based positioning methods, it would be necessary for entities responsible for data collection/generation model monitoring (NG-RAN node or UE) to be able to perform non-AI/ML-based positioning measurements and calculations in parallel. Since the basic measurements are likely to be common between the AI/ML and non-AI/ML based approaches, such parallel evaluations should be feasible, subject to the capability to handle the added complexity. To be able to gate the impact, it may be reasonable to consider some intermittent model/functionality monitoring as against continuous monitoring based on certain configurations associated with a model/functionality. 
Additional Conditions to Ensure Consistency between Training and Inference
Two types of additional conditions were identified during the Rel-18 SI: NW-side additional conditions and UE-side additional conditions to ensure consistency between training and inference.
NW-side Additional Conditions to Ensure Consistency between Training and Inference for UE-side Models
The following was reflected in the TR on NW-side additional conditions to ensure consistency between training and inference for UE-side models [2]: 
	For inference for UE-side models, to ensure consistency between training and inference regarding NW-side additional conditions (if identified), the following options can be taken as potential approaches (when feasible and necessary): 
· Model identification to achieve alignment on the NW-side additional condition between NW-side and UE-side
· Model training at NW and transfer to UE, where the model has been trained under the additional condition
· Information and/or indication on NW-side additional conditions is provided to UE 
· Consistency assisted by monitoring (by UE and/or NW, the performance of UE-side candidate models/functionalities to select a model/functionality)
· Other approaches are not precluded
· Note: 	the possibility that different approaches can achieve the same function is not denied


As can be observed from the above, the first two options depend on the resolution of the ongoing study aspects on model identification and transfer/delivery of a model (re-)trained at the network side.
As an example of the third option, similar to configuration of a measurement validity area for a UE for data collection for model training, a UE may be configured with inference validity area as part of network-side conditions to apply one or more AI/ML models or AI/ML functionalities to ensure consistency between model training and inference. For instance, as a baseline, the measurement validity area configuration provided for model training may be assumed to apply also for model inference. 
As another example, model input used for model training and model inference/monitoring should preferably be defined using the same representation format.
The fourth option from the SI phase relies on model/functionality performance monitoring and is discussed in Section 3.2.2 and Section 3.4. 
Proposal 19: 
· Consider the alignment between configured measurement validity area and inference validity area as a NW-side additional condition to ensure consistency between training and inference.
Furthermore, other aspects which may impact the model input data used for model training and model inference will inherently impact the consistency between training and inference. In the following, we provide our view on some of these aspects.
RS configuration: NW needs to ensure either same RS configuration or “almost-same” RS configurations are used for generation of model input for training and inference. Examples of aspects which can be considered to ensure RS configurations are “almost-same” can be listed as follows:
· RS resource consistency: 
· Training and inference RSs having the same SCS;
· Training and inference RSs occupying either the same time/frequency resource, i.e., the same numbers of OFDM symbols within a slot and the same numbers of REs over each occupied OFDM symbol.
· RS antenna port consistency: Training and inference RSs being transmitted over either the same antenna port(s) or nested sets of antenna ports with one set being a subset of the other.
Channel/link conditions/characteristics: 
· SINR consistency: The SINRs of channel measurements for training and inference are within a certain dB offset from each other.
· Doppler characteristics consistency: The channel measurements for training and inference are conducted under “similar” Doppler characteristics. Similar UE mobilities can be considered as one condition for this purpose, e.g. UEs with speeds differences below a certain threshold can be used for training and inference.
· Antenna configurations consistency: It is preferred that both TX node and RX node have consistent antenna configurations between training and inference. However, feasibility of ensuring such consistency at UE side could be challenging due to implementation-specific details involved in the antenna configuration. On the network side, however, such consistency can be ensured more readily by ensuring gNB with “similar” TX antenna configurations for DL-based measurements and “similar” RX antenna configurations for UL-based are used for training and inference. Aspects of the “similarity” of antenna configurations can be further studied and specified. Examples include antenna array dimensions, horizonal and vertical antenna element spacings, sub-array configurations, analog or digital or hybrid beamforming configurations (if applicable), and the antenna radiation patterns.
Model input format consistency: The same configuration of model input format is used for training and inference. This includes using the same type of model input as well as the same values for parameter(s) associated with the model input format, e.g. the number of paths in the path-based measurement and the number of samples in the sample-based measurement.
Proposal 20: 
· Consider the consistency between RS configurations as a NW-side additional condition to ensure consistency between training and inference.
· FFS details of conditions of consistency between RS configurations
Proposal 21: 
· Consider the consistency between channel/link conditions/characteristics as a NW-side additional condition to ensure consistency between training and inference.
· FFS details of conditions of consistency between channel/link conditions/characteristics
Proposal 22: 
· Consider the consistency between model input formats as a NW-side additional condition to ensure consistency between training and inference.
UE-side Additional Conditions to Ensure Consistency between Training and Inference for NW-side Models
It may not be strictly necessary to specify methods for handling of UE-side additional conditions – e.g., since most of the “additional conditions” expected are likely details subject to UE implementation, data collected for training should already involve a variety of conditions across different UEs, which can avoid complications in terms of model update/switching and associated signalling overhead. The price to pay would be in terms of increased complexity/size to realize model generalization across the diverse training data across applicable UE-side conditions, which, for NW-sided models is less of a burden.
On the other hand, if model identification is supported, some of the UE-side additional conditions could be mapped to selection/switching between particular model(s), including potential fallback to non-AI/ML methods. For instance, this could include switching between models based on configuration of input/output metrics and/or corresponding data collection.
UE Capabilities for AI/ML for Positioning 
While it can be anticipated that new UE capabilities would be defined in Rel-19 for support of AI/ML-based direct or assisted positioning, it would be more appropriate to discuss them at a later stage when design details for the above areas attain further maturity and clarity.
Conclusion
In this contribution, we presented our views on the potential enhancements necessary to support one-sided AI/ML models for the positioning use-case. The key aspects are summarized via the following observations and proposals: 
Proposal 1: 
· RAN1 to focus on scenarios where the model training and inference occur at the same entity. Scenarios involving model transfer/delivery are deferred to a later phase during the Rel-19 WI when further progress is made on model transfer/delivery as part of the ongoing study aspects.
Proposal 2: 
· RAN1 to focus on scenarios where the model update may be performed (as part of model LCM) by the entity where the model resides. Considerations of specification impact for model update are deferred to a later phase during the Rel-19 WI when further progress is made on model transfer/delivery and model identification as part of the ongoing study aspects.
Observation 1: 
· The signalling type associated with different data types as part of data collection for AI/ML based positioning can be summarized as in Table 1.
Proposal 3: 
· For AI/ML-based positioning, consider the entities for ground-truth label generation as presented in Table 2.
Proposal 4: 
· The necessity/applicability of data transfer and, if supported, the source-destination entities of data transfer for model input and model output depends on particular AI/ML based positioning sub-use-case as captured in Table 3.
Proposal 5: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, as part of assistance data regarding DL PRS configuration, the LMF could provide a UE with one or more configurations of measurement time windows during which the UE is expected to perform measurements towards data collection and/or report ground-truth labels.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous DL positioning measurements across UEs could be considered.
· Details FFS.
Proposal 6: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, the LMF could provide an NG-RAN node with one or more configurations of time windows to configure and transmit DL PRS with certain requested configuration(s) for data collection for model training.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous DL positioning measurements across UEs could be considered.
· Details FFS.
Proposal 7: 
· For UE-based AI/ML positioning or UE-assisted AI/ML positioning, the LMF could provide a UE with configuration of a measurement validity area within which the UE may perform the measurements and/or report ground-truth labels for data collection for model training.
· The concept of an AreaID-CellList, as described in TS 37.335, to list the NR Cell-IDs of the TRPs belonging to a particular network area within which the UE is to perform measurements and/or report ground-truth labels, could be reused.
· Details FFS.
Proposal 8: 
· For NG-RAN node-assisted AI/ML positioning, the LMF could provide an NG-RAN node with one or more configurations of time windows during which the NR-RAN node is expected to schedule SRS transmissions from one or more of its served UEs and perform associated measurements on the SRS resources for data collection for model training.
· For the measurements on UL SRS from UEs in other cells, LMF could provide NG-RAN nodes with information for SRS scheduling in neighboring cells similar to the current UL positioning framework.
· Reuse/adaptation of the Rel-18 framework for supporting simultaneous UL positioning measurements across UEs could be considered.
· Details FFS.
Proposal 9: 
· At least for Cases 2b where the data collection/generation entity is different from the entity performing model training/inference/LCM and data transfer involves over-the-air transmission, RAN1 to investigate potential solutions to enable efficient compression of data collection. 
Proposal 10: 
· For cases 2b and 3b, consider the representation of timing information for model input using one of the following options:
· Power-per-sample-based approach: Representation of timing information by taking  specific samples on the sampling grid of the estimated CIR around (i.e., on the left and right of, within the overall CIR window) N samples that correspond to the N samples with the highest power values within the estimated CIR.
· Path-based approach: Representation of timing information by taking  specific (not necessarily consecutive) time instances based on timing grid of output of path-detection. In specific, the timing information includes reference time, sampling period, and value of , and  timing instance values.
· Hybrid approach: Representation of timing information by taking  specific samples sampled at the nominal sampling rate and on the sampling grid of the estimated CIR defined by the nominal sampling rate around (i.e., on the left and right of, within the overall CIR window) each of M detected paths, while in between detected paths a coarser sampling rate with sampling period that is an integer multiple of the nominal sampling period.
· FFS: Whether different approaches could be used for Cases 2b and 3b.
Proposal 11: 
· For representation of the timing information for CIR/PDP/DP to serve as model input, solutions to convey the information on propagation delay should be pursued.
· FFS: The propagation delay information is captured as part of the encoded timing information itself related to CIR/PDP/DP or is conveyed separately in addition to the timing information related to CIR/PDP/DP.
Proposal 12: 
· Support relative differential time instance representation for representation of timing information of the channel response for model input in AI/ML based positioning using CIR/PDP/DP.
Proposal 13: 
· If path-based measurements is supported, the existing representation/quantization framework for timing-based metric reporting (e.g., RSTD, RTOA), with the smallest value of ReportingGranularityfactor (‘k) of -6 as introduced in Rel-18, can be reused for representation of timing information of the channel response for model input in AI/ML based positioning.
Proposal 14: 
· For path-based measurements, re-use the existing definitions of DL PRS-RSRPP and UL SRS-RSRPP to represent power information of CIR/PDP/DP paths as AI/ML model input. 
· For sample-based measurements, re-use the existing definitions of DL PRS-RSRPP and UL SRS-RSRPP to represent power information for sample-based CIR/PDP/DP taps/samples as AI/ML model input.
· FFS: Further adaptations to the existing definitions.
Proposal 15: 
· If phase information as model input is supported, consider extending the existing definitions of DL RSCP and UL RSCP to represent phase information for CIR as AI/ML model input to include phase information for the additional detected paths for path-based measurement or additional samples for sample-based measurement of the CIR as model input.
· FFS: Further adaptations to the existing definitions.
Proposal 16: 
· For AI/ML-assisted positioning (Cases 2a and 3a), consider support of reporting of the following information from UE and gNB to LMF respectively:
· UE to LMF (Case 2a): RSRP/RSRPP for first and additional paths along with associated path timings. 
· gNB to LMF (Case 3a): AoA and RSRP/RSRPP for first and additional paths along with associated path timings. 
Proposal 17: 
· Support both input-based and output-based functionality/model monitoring for AI/ML based positioning.
Proposal 18: 
· At least for UE-side models, model/functionality selection or switching could be realized via explicit indication from a network entity (e.g., LMF) or implicitly based on configurations related to data collection for training and/or inference, e.g., configurations related to data collection in time dimension or over a certain geographical area.
Proposal 19: 
· Consider the alignment between configured measurement validity area and inference validity area as a NW-side additional condition to ensure consistency between training and inference.
Proposal 20: 
· Consider the consistency between RS configurations as a NW-side additional condition to ensure consistency between training and inference.
· FFS details of conditions of consistency between RS configurations
Proposal 21: 
· Consider the consistency between channel/link conditions/characteristics as a NW-side additional condition to ensure consistency between training and inference.
· FFS details of conditions of consistency between channel/link conditions/characteristics
Proposal 22: 
· Consider the consistency between model input formats as a NW-side additional condition to ensure consistency between training and inference.
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