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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
[bookmark: _GoBack]In RAN1#116 [1], the agreements on additional reference satellite parameters scenarios and phased array antenna parameters were achieved. Agreements that RAN1 to evaluate the DL coverage enhancement at system level and link level were made. Related agreements were listed in the Appendix for reference.
In this contribution, DL coverage enhancement is discussed based on the system level and link level evaluations.
System level DL coverage enhancement
In this section, system level coverage is evaluated for NR NTN. Corresponding issues are identified and related potential solutions to resolve the issues are proposed.
Remaining issues on the system evaluation methodology
In RAN1#116 meeting [1], the following agreement was made for beam layout used in system level evaluation.
	Agreement: 
For NR NTN Rel-19 DL coverage evaluation, Beam layout defined in Table 6.1.1.1-4 in TR 38.821 can be reused.
· Using other beam layouts is not precluded, and should be reported by companies


However, according to Table 6.1.1.1-4 in TR 38.821, beam layout is defined as the hexagonal mapping of the beam bore sight directions on UV plane, and the adjacent beam spacing (ABS) on the UV plane is computed based on the 3dB beam width, i.e., .
Nevertheless, the size of the beam footprint increases with the elevation angle (or tier number for the beam) if the methodology in Table 6.1.1.1-4 of TR 38.821 is used, and the beam layout is non-uniform. This conflicts with the agreed parameter sets of LEO600km Set1-1/1-2/1-3, in which the beam footprint size is fixed to 50km. With the 3dB beam width diameter, the total number of beam footprints within the coverage area with coverage radius of 853 km (this corresponds to the Set 1 assumption in TR 38.821) are about 500, which conflicts with the 1058 total beam footprints in the agreed LEO600km Set 1-1/1-2/1-3 [1]. 
Therefore, in our understanding, the uniform hexagonal beam layout with fixed diameter is assumed for LEO600km Set 1-1/1-2/1-3 considering the agreed fixed beam size and the number of total beam footprints. 
Observation 1: The beam layout assumed for the agreed satellite payload parameters LEO600km Set 1-1/1-2/1-3 is based on uniform hexagonal beam layout with fixed diameter, which is different from the beam layout defined in Table 6.1.1.1-4 in TR 38.821.
As discussed in [2], the uniform hexagonal beam layout with 50km beam size would generate 1058 beam footprints with coverage radius of 853 km. The distance between the centers of two adjacent hexagons, defined as inter-beam spacing (IBS), can also be found as 50km straightforwardly. However, as shown in Figure 1 (a), the satellite beam would only illuminate the hexagonal inscribed circle, so seamless coverage could not be achieved. To tackle this issue, keeping IBS at 50km, the beam size agreed in LEO-600 Set 1-1/1-2/1-3 should be clarified to be defined as IBS. The diameter of the beam achieving seamless coverage is 57.7km, as shown in Figure 1 (b).
   [image: ]               [image: ]
(a)                                                    (b)
[bookmark: _Ref162378017]Figure 1 Illustration of uniform hexagonal beams layout
Proposal 1: Clarify that the beam footprints agreed in the LEO600km Set 1-1/1-2/1-3 assume the uniform hexagonal beam layout and the beam size of 50km refers to the  inter-beam spacing (IBS), i.e. the distance between two adjacent hexagon. 
Based on the assumption, the illustrations of the 1058 beam footprints are shown in Figure 2.
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[bookmark: _Ref162377923]Figure 2 Beam layouts with 1058 beam footprints in LEO-600 set 1-1/1-2/1-3 

Analysis on the system level DL coverage enhancement
For system level DL coverage enhancement, agreements on performance metrics as well as evaluation setups including the modeling method, UE characteristics, and traffic model were made in RAN1#116 [1]. 
	Agreement
RAN1 to consider the following performance metrics for DL Coverage enhancement evaluation at system level:
At least:
· CDF of the received SINR
· The dwell time and revisit time interval for each beam illumination across the coverage
· Periodicity of common control channels (e.g. SSB, CORESET0/SIB1, SIB19) and corresponding coverage ratio
Other metrics may be reported such as
· CDF of the cell throughput
· CDF of user perceived throughput (UPT)
· CDF of Latency
· Ratio of mean served cell throughput and offered cell throughput, denoted by 𝜌 (refer to TR36.889)
Agreement
For system level study based on analytical evaluation:
· N1 beam footprints are in state “off”
· These beam footprints are not served by any signal (no satellite service in this area)
· N2 beam footprints are in state “common messages only”
· These beam footprints do not have any active user traffic, and are served the necessary information for cell discovery and initial access.
· Optionally, companies may consider user arrival (e.g. RACH access) in this type of cell, and should describe how this is taken into account in the analytical evaluation
· N3 beam footprints are in state “active traffic” 
· These beam footprints have X active (e.g. VoNR) users each.
· These beam footprints are also served the necessary information for cell discovery and initial access
· N1 + N2 + N3 = “Total number of beam footprints “ 
· N1, N2, N3, X are to be reported by companies.
· Resource utilization obtained under the assumptions above is to be reported by companies.
· Other assumptions made in the evaluation are to be reported by companies, e.g. power sharing scheme, beam hopping scheme, etc.

Agreement
For NR NTN Rel-19 DL coverage evaluation, UE characteristics for handheld terminals in Table 6.1.1.1-3 in TR 38.821 can be reused, with the following:
· -5.5 dBi antenna gain is assumed
· at least 2Rx are considered at the UE
· 4Rx can be optionally considered and reported 
Note: Redcap device is not considered in the scope of DL coverage study

Agreement
The following traffic models are considered for system level evaluation of DL coverage:
· FTP3: as in Table 6.1.1.1-7 of TR 38.821: 0.5MB as packet size, 200ms as mean inter-arrival time 
· FTP3 IM: 0.1MB as packet size, 2s as mean inter-arrival time 
· VoIP can be considered in the evaluation. 
It is up to company report which traffic model is used among the discussed traffic models in their evaluations.
· Other models may be used as well, and parameter (e.g. packet size and arrival rate) adjustment can be optionally considered and reported.

	Traffic type
	FTP
	IM
	VoIP

	Model
	FTP model 3
	FTP model 3
	As defined in Rel-18 NTN CE.


	Packet size
	0.5 Mbytes
	0.1 Mbytes
	

	Mean inter-arrival time
	200 ms
	2 sec
	





Evaluation results for system level DL coverage enhancement and corresponding analyses are provided in this section.
Evaluation settings
System level simulation is performed according to the agreed methodology and evaluation assumptions. Specifically, Table 1 summarizes the evaluation settings. The traffic models for UEs are FTP, IM and VoIP. The average user density per served beam is 2. The phased array antenna model agreed in [1] is adopted for the evaluation.
[bookmark: _Ref157160924]Table 1 System level simulation assumptions for DL enhancement
	The number of active beams
	16

	Traffic model
	FTP / IM / VoIP

	Average User density per served beam (X)
	FTP: 1UE per served beam footprint
IM: 3 UEs per served beam footprint
VoIP: 20 UEs per served beam footprint 

	UE distribution
	Random and Uniform within the served beam footprints

	Bandwidth (MHz)
	5


As discussed in RAN1#116, the additional satellite parameter sets LEO600km Set 1-1/1-2/1-3 were agreed, where the LEO600km Set 1-1 are mainly used for the scenario where user density is high, so that more beam footprints need to be served simultaneously, and LEO600km Set 1-2 can be used in scenario where the served user density is lower and therefore no need to illuminate too many beam footprints at the same time. Different agreed satellite parameter sets correspond to different traffic requirement and scenarios. For the applicable scenario of LEO600km Set 1-2, in the baseline without any SSB periodicity extension and beam hopping, it is observed that only 1.5% beam footprints are served with common control channel. This limits the coverage area that the satellite can serve. 
To resolve this issue, as illustrated in Figure 3, beam hopping transmission of common control channels is proposed with consideration of increased SS burst periodicity. A larger SS burst periodicity can be divided into different 20ms time duration (TDM gap as defined in Figure 3). 
In every TDM gap, an active beam illuminates a beam footprint by transmitting at least SSB, CORESET0/SIB1, and SIB19 within the first 10ms (dwell time), and the beam would illuminate different beam footprints in different TDM gaps within the periodicity. Therefore, a larger SS burst periodicity providing more TDM gaps can traverse more beam footprints by using an active physical beam. In every TDM gap (20ms), besides the 10ms dwell time where common control signal/channel are transmitted, the rest 10ms is used for active user traffic if needed. 
The user traffic could only appear in the illuminated beam footprints finishing initial access. Thus, with a larger SSB burst periodicity, the possibility that all the 16 beam footprints having user traffic is increased. Also, it should be noted that a larger SS burst periodicity indicates sacrificing the access delay or the revisit time of users, yet this can be tolerated in the NTN network. The reason is twofold: on the one hand, the typical service area of the satellite is off the beaten track, so the target users care more about the accessibility to the satellite and are not as sensitive as that in TN with respect to the latency; on the other hand, the access latency could be optimized by using different SS burst periodicities for beam footprints with different user density, e.g., the service area with more users are transmitted with shorter periodicity, etc. 
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[bookmark: _Ref162989996]Figure 3 beam hopping of common control signal transmission with increased SS burst periodicity
As agreed in RAN1#116, a system level evaluation methodology is considered, in which N1 beam footprints in state “off”, N2 beam footprints in state “common messages only” and N3 beam footprints in state “active traffic” are used for analysis. 
The number of total beam footprints in a single satellite is 1058. Using the beam hopping of common control channels, the number of beam footprints which are served with the necessary information for cell discovery and initial access, i.e. N2+N3,  can be obtained accordingly. For example, when the periodicity of common control channels is 320 ms, the total (N2+N3) beam footprints are , and  the number of N1 beam footprints is .  The coverage ratio (N2+N3)/(N1+N2+M3) can be obtained as 96.786%.

Evaluation results and analyses
Table 2 and Table 3 show the evaluated cases/solutions, and corresponding coverage ratio metric for the LEO600km Set 1-2 and set 1-1, respectively. 
[bookmark: _Ref162990155]Table 2 System level DL coverage enhancement evaluation cases for LEO600km Set1-2 FR1
	Case list
	Case1
	Case2
	Case3
	Case4

	Note
	Beam hopping of SSBs within the same SS burst
	Beam hopping of common control signal/channel with increased SSB periodicity


	Periodicity of common control channels (ms)
	20
	160
	320
	640

	The number of served beam footprints (i.e. N2+N3)
	64
	512
	1024
	1058

	The number of unserved beams, i.e. N1
	994
	546
	34
	0

	Dwell time of common control channels for every 4*16 beam footprints
	10ms
	10ms
	10ms
	10ms

	Common control channel overhead
	50%
	50%
	50%
	25.8%

	Common control channel coverage ratio 
 (i.e. (N2+N3)/(N1+N2+N3))
	6.049%
	48.393%
	96.786%
	100%



[bookmark: _Ref162990160]Table 3 System level DL coverage enhancement evaluation cases for LEO600km Set1-1 FR1
	Case list
	Case1
	Case2
	Case3
	Case4

	Note
	Beam hopping of SSBs within the same SS burst
	Beam hopping of common control signal/channel with increased SSB periodicity


	Periodicity of common control channels (ms)
	20
	40
	80
	320

	The number of served beam footprints (i.e. N2+N3)
	424
	848
	1058
	1058

	The number of unserved beams, i.e. N1
	634
	210
	0
	0

	Dwell time of common control channels for every 4*106 beam footprints
	10ms
	10ms
	10ms
	10ms

	Common control channel overhead
	50%
	50%
	31.2%
	15.6%

	Common control channel coverage ratio 
(i.e. (N2+N3)/(N1+N2+N3))
	40.08%
	80.16%
	100%
	100%


It can be observed from Table 2 that the control channel coverage ratio is improved from 6% to 97% if the SSB burst periodicity is increased to 320ms for LEO600km Set1-2. And from Table 3, using larger SSB burst, e.g. 80ms, is also beneficial for LEO600km Set 1-1 to increase the control channel coverage ratio from 40% to 100%.
Observation 2:  Beam hopping transmission of common control signal/channel within increased SSB periodicity increase the common control channel coverage ratio to improve system level coverage for all the three LEO600km satellite parameter sets.
It can be also observed from Table 2 that, for LEO600km Set 1-2, the control channel overhead is reduced from 50% to 25.8% if the SSB periodicity is further increased from 320ms to 640ms. And from Table 3, for LEO600km Set 1-1, the control channel overhead is reduced from 31.2% to 15.6% if the SSB periodicity is further increased from 80ms to 320ms.
Observation 3: Beam hopping transmission of common control signal/channel within increased SSB periodicity can also reduce the system common control channel overhead for all the three LEO600 parameter sets.
Besides the improved control channel coverage ratio, the UE perceived throughput and cell throughput are also evaluated. The UPT and cell throughput performance with 3 UEs with IM traffic per active beam, 1 UE with FTP traffic per active beam and 20 UEs with VoIP traffic per active beam are shown in Figure 4 and Figure 5, respectively. 
	[image: ]
[bookmark: _Ref162990310]Figure 4 UPT Performance @Set 1-2 
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[bookmark: _Ref162990319]Figure 5 cell throughput Performance @Set 1-2  


From the Figure 4 and Figure 5, it can be observed that the UPT for traffic type of IM, FTP3 and VoIP are improved for Case 4 compared with Case 3. The cell throughput of FTP3 and IM can be improved for Case4 compared with Case 3. This is because the control channel overhead is reduced in Case 4 compared with case 3. 
Observation 4: The UPT for traffic type of VoIP, IM and FTP3 can be improved, and meanwhile the cell throughput for IM and FTP is improved for Case 4 compared with Case 3 considering the reduced common control channel overhead. 
In the above system evaluations, the synchronization accuracy is not modelled in the above system level simulation. For NR NTN, the doppler frequency offset and timing drift can be calculated by the UE and may be compensated in the reception of downlink signal/channels other than PSS/SSS, considering the NR NTN UE can obtain the ephemeris information from the SIB19. For SIB1 and SIB19, the corresponding PDSCH carrying SIB1 and SIB19 can be transmitted closely to the transmitted SSB, e.g. within the same 10ms dwell time where the SSB is transmitted, for each beam footprint. For the data to be scheduled, TRS could be considered for UE synchronization before the scheduling of PDSCHs of data. 
Based on observation 1, observation 2 and observation 3, the following proposals are proposed: 
Proposal 2:  Beam hopping transmission of common control signal/channel within increased SSB periodicity is supported to increase the system level coverage ratio in NR NTN.
Proposal 3: For NR NTN UE, the default SSB periodicity assumed by UE during initial access is enlarged to support higher system level coverage ratio in NR NTN.
Proposal 4:  At least SSB periodicity of 320ms are introduced in SIB1 for NR NTN UE to enable the wider system coverage in Rel-19 NR NTN.
Link level gap evaluation on DL channels
LLS results
Based on the analysis in our earlier contribution [4] and earlier LLS assumptions [3], all DL channels have at least 6dB SNR margin therefore no link level DL coverage enhancement is required. 
During the last meeting a maximum bandwidth per beam of 5MHz is agreed, for all three parameter sets, i.e., LEO600km Set1-1, 1-2 and 1-3. Several LLS assumptions regarding the number of transmission PRBs should be changed compared to the previous LLS results. In the following we provide updated LLS assumptions to align with the agreements in RAN1#116 and results with respect to each DL channels, respectively. 
PDSCH 1Mbps and VoIP
With the new agreed parameter, i.e., 5MHz per beam bandwidth, we adopt the following LLS assumptions for PDSCH channels.
Table 4 LLS assumption for PDSCH of 1Mbps/VoIP
	Parameter
	Value

	BLER
	For VoIP, 2% BLER;
For 1Mbps, 10% BLER;

	Rx chains
	2, or 4

	DMRS
	2 symbols

	PRBs/MCS/rep for VoIP
	25RB, mcs0 Table 5.1.3.1-3 in [5], 8rep

	PRBs/MCS/rep for 1Mbps
	27RB, mcs1 Table 5.1.3.1-1 in [5], 1rep;

	Antenna switching
	Disabled, or enabled.


For PDSCH with 1Mbps data rate, i.e. Figure 6, higher MCS and lower repetition is applied as compared in our former contribution [4] due to reduced transmission bandwidth. As a result, with 2Rx and antenna switching, PDSCH with 1Mbps data rate has a required SNR of -5.3dB. And if the 4Rx is applied, the threshold can be lower to -7.1dB @ 10% BLER. 
For PDSCH of VoIP, i.e., Figure 7, the performance with 5MHz bandwidth is much better than 1Mbps case due to the lower data rate.  
	 [image: ]
[bookmark: _Ref162531707][bookmark: _Ref162274486]Figure 6 PDSCH 1Mbps
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[bookmark: _Ref162531712][bookmark: _Ref162274504]Figure 7 PDSCH VoIP


Msg2/Msg4 PDSCH
For PDSCH of Msg2 and Msg4, the following LLS assumptions are adopted. 
Table 5 LLS assumption for Msg2 and Msg4
	Parameter
	Value

	BLER
	1% BLER

	Number of UE Rx chains
	2, or 4

	DMRS configuration
	3 symbols for Msg2;
2 symbols for Msg4.

	PRBs/MCS/TBS for Msg2
	12RB, mcs0 Table 5.1.3.1-1 in [5], 72bits, scaling 0.25

	PRBs/MCS/TBS for Msg4
	27RB, mcs1 Table 5.1.3.1-1 in [5], 1128bits;

	Antenna switching
	Disabled, or enabled.


For Msg2 PDSCH, the performance is depicted in Figure 8. And for Msg4 PDSCH, with 5MHz bandwidth limitation, 27RB with different MCS case are evaluated and shown in Figure 9. 
	 [image: ]
[bookmark: _Ref162532646][bookmark: _Ref162275991]Figure 8 Msg2 PDSCH
	 [image: ]
[bookmark: _Ref162275982]Figure 9 Msg4 PDSCH


PDSCH for SIB1
The simulation assumption for SIB1 PDSCH transmission could be found in the following table. 
Table 6 LLS assumption for SIB1 PDSCH
	Parameter
	Value

	BLER
	1% BLER

	Number of UE Rx chains
	2, or 4

	DMRS configuration
	2 symbols

	PRBs/MCS/TBS
	24RB, mcs0 Table 5.1.3.1-1 in [5], 736bits.

	Antenna switching
	Disabled, or enabled.



 [image: ]
[bookmark: _Ref162276202]Figure 10 PDSCH for SIB1
PDCCH
Different from the LLS assumptions achieved in RAN1#109 [3], we provide the LLS results of PDCCH in both common and UE-specific search space cases with a lower aggregation level (AL) considering 5MHz bandwidth, i.e. AL=8, in Figure 11. The corresponding LLS assumption is summarized in Table 7.
[bookmark: _Ref162276528]Table 7 LLS assumption for PDCCH
	Parameter
	Value

	BLER
	1% BLER; 

	Number of UE Rx chains
	2 (AS),4

	CORESET size
	2 symbols, AL=8;

	Payload
	40bits


 [image: ]
[bookmark: _Ref162532918][bookmark: _Ref162276456]Figure 11 PDCCH performance
SSB performance
Based on the earlier LLS assumptions in RAN1#109 [3], LLS evaluation of 4 PSS combinations with different SSB periodicities, such as 20ms, 40ms, 80ms, and even 160ms could be considered. 
In RAN1#116 meeting, the residual frequency offset is agreed to be 0.1ppm, which considers the UE performs synchronization with PSS/SSS and pre-compensate the doppler frequency offset.  It is fine to assume almost zero doppler frequency offset for the channels/signals to be received after the initial access and acquisition of SIB19. For the performance of PSS/SSS, the doppler frequency offset should not be ignored. 
Proposal 5: Time drift caused by Doppler frequency offset should be considered in the LLS assumption for PSS detection. 
As mentioned above, for PSS performance evaluation, taking reference to evaluation parameters for DL synchronization in TR38.821, doppler frequency offset values of  0ppm, 10ppm  and 24ppm (max Doppler shift at 600Km satellite) are considered in the LLS assumption for PSS combined detection.
[bookmark: _Ref162533320]Table 8 LLS assumptions for SSB
	Parameter
	Value

	Metric
	1% for PBCH and PSS;
1% detection failure for PSS.

	Number of UE Rx chains
	2

	Combining interval
	20ms, 40ms, 80ms, 160ms

	Doppler FO for PSS
	24ppm

	CFO for PBCH
	0.1 ppm


PSS detection
For PSS detection performance, time drifts due to Doppler shift causing a shifted samples on the received signals are evaluated with different level of Doppler shift values, taking reference of the defined Doppler shift in TR38.821. The resulting impacts on the PSS combining are shown in the following figures.
	[image: ]
Figure 12 Impact of time drift due to doppler FO (4Rx)
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[bookmark: _Ref162628033]Figure 13 Impact of time drift due to doppler FO (2Rx)


As observed, larger periodicity/repetition gap offers more performance gain due to diversity improvements considering the flat fading channel characteristics. Nevertheless, time drifts caused by Doppler FO (24ppm) results in a performance loss of 1~2dB depending on the repetition interval. Overall, impairments caused by time drift has larger impacts on longer repetition interval cases. 
Based on the results, we take the lowest required SNR for each Rx case obtained at the largest FO level, i.e., 24ppm, to be the final detection performance. 
PBCH decoding
For PBCH performance evaluation, it can be assumed that DL timing/frequency has already be obtained by UE through PSS/SSS. Therefore 0.1ppm CFO is considered in the analysis. 
[image: ]
[bookmark: _Ref162534273]Figure 14 PBCH performance
In current specifications, 4 PBCH combining can only be performed within 80ms time interval, otherwise considering that PBCH payload bits conveying SFN filed will change, LLR combination might not be able to be performed. 
Observation 5: According to current specification, PBCH cannot be combined if the total time span exists 80ms.
Therefore, two repetition schemes are considered for the evaluation. The first case is to use 2 repetition transmissions with a 40ms SSB periodicity. And the second case is to use 4 repetition transmissions with a 20ms periodicity. And if the SSB periodicity is larger than 40ms, only single transmission in terms of PBCH decoding can be evaluated, as in Figure 14.

Summary of evaluation results and coverage gap analysis
During the last RAN1 meeting, an agreement for RAN1 to evaluate and identify the coverage gaps of different DL channels in NTN was made by taking the additional satellite payload parameters into consideration. Specifically, three additional reference satellite parameters scenarios for LEO600km Set1 in FR1 (i.e., S-band), referred to as Set1-1 FR1, Set1-2 FR1 and Set1-3 FR1 were agreed to be considered. In the following, LLS and coverage gap results with respect to these three new parameter sets are provided. Firstly, the link budget results are shown in Table 9. 
[bookmark: _Ref162992553]Table 9 CNR for LEO-600 set1-1/2/3 in S-band
	Physical Channels
	SCS
	Scenario
	CNR (dB)

	PDCCH / PDSCH (Msg2,Msg4,SIB1,1Mbps,VoIP) / PSS/PBCH
	15KHz
	LEO600, Set1-1, 30o
	-1.82

	
	
	LEO600, Set1-2, 30o
	-1.82

	
	
	LEO600, Set1-3, 30o
	-9.82

	Note: assuming the agreed EIRP density in LEO600km Set1-1/1-2/1-3.


Based on the LLS results in section 3.1, the required SNRs and coverage gaps for each DL channels are summarized in Table 10. Note that the coverage gap is obtained as: , where CNR values are from . 
[bookmark: _Ref162628647]Table 10 Results on DL coverage gaps (without steering loss)
	Channel
	4Rx
	2Rx

	
	Required SNR
	Gap
	Required SNR
	Gap

	
	
	Set1-1,1-2
	Set1-3
	
	Set1-1,1-2
	Set1-3

	1Mbps
	-7.1
	-5.3 
	2.7 
	-5.3
	-3.5 
	4.5 

	VoIP
	-15.2
	-13.4 
	-5.4 
	-13.7
	-11.9 
	-3.9 

	Msg2
	-9.7
	-7.9 
	0.1 
	-8.3
	-6.5 
	1.5 

	Msg4
	-6.0
	-4.2 
	3.8 
	-4.0
	-2.2 
	5.8 

	SIB1
	-6.6
	-4.8 
	3.2 
	-4.6
	-2.8 
	5.2 

	PDCCH
	-7.6
	-5.8 
	2.2 
	-5.6
	-3.8 
	4.2 

	PDCCH rep
	-9.5
	-7.7 
	0.3 
	-7.7
	-5.9 
	2.1 

	PSS
	-8.0
	-6.2 
	1.8 
	-6.4
	-4.6 
	3.4 

	PBCH
	-15.3
	-13.5 
	-5.5 
	-12.6
	-10.8 
	-2.8 


 Based on Table 10, no coverage gap is found for all DL channels with respect to the additional satellite payload parameter LEO600km Set 1-1 and set 1-2, even with only 2Rx considered at UE side. Besides, CNR values of set1-1 and set1-2 are identical with the CNR in set1 in TR38.821, due to the same EIRP density. 
On the other hand, with set 1-3, per beam EIRP is reduced by 8dB compared to other sets. As a consequence, a number of evaluated DL channels will have coverage gaps. However, it shows even the PSS detection has a 3.4dB coverage gap with 2Rx. Even with 4Rx at UE side, the gap for PSS is still 1.8dB. It shows that set 1-3 parameter settings may not be reasonably considered to have a very low EIRP density by transmitting hundreds of active beams without a correspondingly higher total transmission power on the satellite. 
Observation 6: With parameter LEO60km Set1-1 and 1-2 considered, no coverage gaps are found for all DL channels.
Observation 7: 3.4 dB coverage gap is observed for PSS detection in LEO set1-3 due to the very low EIRP density.


Conclusions
In this contribution, downlink coverage enhancements are discussed based on the link level and system level evaluations according to the agreed methodology in RAN1#116.  The following observations and proposals are proposed:
Observation 1: The beam layout assumed for the agreed satellite payload parameters LEO600km Set 1-1/1-2/1-3 is based on uniform hexagonal beam layout with fixed diameter, which is different from the beam layout defined in Table 6.1.1.1-4 in TR 38.821.
Observation 2:  Beam hopping transmission of common control signal/channel within increased SSB periodicity increase the common control channel coverage ratio to improve system level coverage for all the three LEO600km satellite parameter sets.
Observation 3: Beam hopping transmission of common control signal/channel within increased SSB periodicity can also reduce the system common control channel overhead for all the three LEO600 parameter sets.
Observation 4: The UPT for traffic type of VoIP, IM and FTP3 can be improved, and meanwhile the cell throughput for IM and FTP is improved for Case 4 compared with Case 3 considering the reduced common control channel overhead. 
Observation 5: According to current specification, PBCH cannot be combined if the total time span exists 80ms.
Observation 6: With parameter LEO60km Set1-1 and 1-2 considered, no coverage gaps are found for all DL channels.
Observation 7: 3.4 dB coverage gap is observed for PSS detection in LEO set1-3 due to the very low EIRP density.

Proposal 1: Clarify that the beam footprints agreed in the LEO600km Set 1-1/1-2/1-3 assume the uniform hexagonal beam layout and the beam size of 50km refers to the  inter-beam spacing (IBS), i.e. the distance between two adjacent hexagon. 
Proposal 2:  Beam hopping transmission of common control signal/channel within increased SSB periodicity is supported to increase the system level coverage ratio in NR NTN.
Proposal 3: For NR NTN UE, the default SSB periodicity assumed by UE during initial access is enlarged to support higher system level coverage ratio in NR NTN.
Proposal 4:  At least SSB periodicity of 320ms are introduced in SIB1 for NR NTN UE to enable the wider system coverage in Rel-19 NR NTN.
Proposal 5: Time drift caused by Doppler frequency offset should be considered in the LLS assumption for PSS detection. 


Appendix

	Agreement
For DL coverage study, consider the following additional reference satellite parameters scenarios for LEO600km Set1 in FR1 (i.e., S-band), referred to as Set1-1 FR1, Set1-2 FR1 and Set1-3 FR1:

	 LEO600km Set1-1 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size(Note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	31.24

	Aggregated EIRP (Total) (dBW)
	61.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints***
	1058

	Total number of simultaneously active beams **
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 61.24 dBm for the reference configuration. 
**Assuming 100 % Resource Block utilization within the same beam at max power. Absolute number of simultaneously active beams is up to 212 (due to limitation of RF) 
*** For a constellation design at 600km with low elevation angle with 30° and selected (i.e Set 1 parameters) beam size
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies




	LEO600km Set1-2 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	34

	Payload Total DL power level (dBW)
	23

	Aggregated EIRP (Total) (dBW)
	53*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	41

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	16

	% simultaneously active beams**
	1.5 %

	*Note: EIRP limit is 53 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 16 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies




	LEO600km Set 1-3 FR1 (i.e., S-band)

	Maximum Bandwidth per beam
	5 MHz

	SCS
	15 kHz

	Beam size (note 1)
	50km

	Satellite EIRP density /beam (dBW/MHz)
	26

	Payload Total DL power level (dBW)
	23.24

	Aggregated EIRP (Total) (dBW)
	53.24*

	Satellite Tx max Gain
	30 dBi

	Maximum EIRP per Satellite beam (dBW)
	33

	Total number of beam footprints
	1058

	Total number of simultaneously active beams**
	106

	% simultaneously active beams**
	10.02 %

	*Note: EIRP limit is 53.24 dBm for the reference configuration. 
**Absolute number of simultaneously active beams is up to 212 (due to limitation of RF)
Note 1: At least this beam size is considered in this scenario, larger beam sizes maybe evaluated and reported by companies



Note: RAN1 will aim to identify necessary enhancements for these scenarios in the study phase. At the end of the study phase, RAN1 will further discuss whether the potential enhancements will be specified within Rel-19 framework.
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