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1 Introduction

This contribution discusses some basic QoS design principles and concludes by pointing out implications for SAE/LTE. 
2 Terminology and QoS Design Principles
2.1 What is a Bearer?
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Figure 1:
Elements that define a bearer
A bearer is defined by the following elements:
· source address

· destination address

· source packet filter 

· destination packet filter

· QoS level identifier (e.g., QCI/Label)
· optional: other ‘per bearer QoS info’ (e.g., Guaranteed Bit Rate (GBR), Maximum Bit Rate (MBR), Allocation and Retention Priority (ARP))
A (unicast) bearer runs between two edge nodes of an administrative network domain (e.g., PLMN). The edge nodes are identified by a source/destination address.
All packets of a bearer receive the same packet forwarding treatment (e.g., scheduling policy) within a network node (e.g., eNB), and the packet forwarding treatment is selected based on packet marking.
Source/destination packet filters determine which packets get placed on a bearer. This function is often also referred to as packet classification. The classified packets are marked with the same identifier.
One example of a bearer is a classified flow of IP packets marked with a particular GTP‑u/UDP/IP tunnel end-point identifier. Another example of a bearer is a classified flow of IP packets marked with a particular DiffServ codepoint (DSCP) ‎[1].

An example of direct packet marking is a DSCP carried in a packet header. In this case, a receiving node uses this packet marking to associate it directly with a pre-configured packet forwarding treatment (e.g., scheduling policy). 

An example of indirect packet marking is a tunnel end-point identifier carried in a packet header. In that case, a receiving node uses that packet marking to associate it indirectly (via the bearer’s QoS level identifier and optionally other ‘per bearer QoS info’ that has been established in advance for the bearer) with a pre-configured packet forwarding treatment (e.g., scheduling policy).

2.2 Placement of “IP Aware” Functions
Packet classification is referred to as being “IP aware” if it takes into account information from multiple fields from a packet’s IP header. A function that classifies packets only based on a packet marking, i.e., only based on a single packet header field, is referred to as being “IP unaware”. 
“IP aware” packet classification is a processing intensive function; in particular when it has to be performed at high speed. However, “IP aware” packet classification is only required at the network edge nodes since packet forwarding treatment (e.g., scheduling policy) within a network internal node is determined by the bearer’s packet marking. That is, user plane packet processing functions in network internal nodes only need to read a packet’s marking. 

Keeping network internal functions “IP unaware” minimizes the packet processing burden on network internal nodes.
Implementing “IP aware” packet classification only in network edge nodes while keeping network internal nodes “IP unaware” is one of the fundamental principles of the DiffServ architecture ‎[2]. And the same principle has been applied for the 3GPP-Packet architecture in the design of GTP-u with its indirect packet marking.

An “IP aware” packet classification function in a network internal node such as the eNB would inevitably increase the processing requirements on that node. This would increase the costs of an eNB since the user plane packet processing capabilities must be dimensioned for the cell peak rate. However, an “IP aware” packet classification function in a network internal node such as the eNB would be redundant since the decision on the packet forwarding treatment (e.g., scheduling policy) has already been taken by the ingress network edge node based on operator policy (e.g., enforced by PCC).
2.3 Admission Controlled Bearers

Admission controlled bearers require a bearer signaling procedure (e.g., RANAP or GTP-c) to reserve resources before traffic on a bearer can be accepted into the network. Additional bearer signaling procedures are required to modify and to release the bearer. 
Admission controlled bearers provide an operator with the freedom to choose “service blocking over service dropping” which is often preferred for operator-controlled session-based services.
The fundamental difference between the DiffServ architecture and the 3GPP-Packet architecture is that DiffServ does not support admission controlled bearers while the 3GPP-Packet architecture does support admission controlled bearers. This may be the reason why the DiffServ architecture is perceived by some as “simpler than 3GPP-Packet”, “more light-weight than 3GPP-Packet”, etc. Note that despite more than 10 years of efforts by the IETF to standardize protocols for the establishment of admission controlled bearers, none of those protocols has so far found any wide scale deployment.
However, if 3GPP-Packet would only be used for plain Internet access without any support for operator-controlled session-based services, then 3GPP-Packet – more precisely the admission controlled bearers – may indeed be regarded as “overkill”.
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Figure 2:
Admission controlled bearers provide an operator with the freedom to choose “service blocking over service dropping” which is often preferred for operator-controlled session-based services. Admission controlled bearers require bearer signaling procedures to request resources before traffic on that bearer can be accepted into the network.

Non-GBR bearers are not associated with a GBR. Still, Non-GBR bearers may be combined with a coarse grained form of admission / handover control. It could be based on criteria unrelated to a ‘per bearer bit rate’, e.g., a bearer’s ARP and the number of already established Non-GBR bearers with the same ARP. Without such admission / handover control Non-GBR traffic is always admitted, but may only be limited by rate policing/shaping (e.g., based on an AMBR). With or without such a coarse grained form of admission / handover control, congestion control for Non‑GBR bearers is mainly realized by queue management, i.e., the dropping of packets at certain congestion levels. Sources (RT + NRT) running on a Non-GBR bearer must be prepared to experience congestion-related packet drops. In general, congestion-related packet drop rates for Non-GBR traffic can not be controlled precisely from within the network. Congestion-related packet drop rates are mainly determined by the ratio of ‘current Non-GBR traffic load’ to ‘dimensioned Non-GBR capacity’.
There must a common understanding that packet dropping is nothing “bad”; it is “normal” for non admission controlled traffic. A ‘packet drop’ is used by IP routers as an implicit congestion signal. A network end-point must – at least when compliant to IETF standards, e.g., see ‎[3]

 REF _Ref150920373 \w \h 
‎[4] – respond to a certain degree of ‘packet drop’ by reducing the send rate at the traffic source. In fact, network-based packet dropping and rate-adaptive traffic sources is the only reliable form of congestion / rate control when the end-to-end connection is based on a connectionless network layer protocol such as IP (e.g., see ‎[5]).
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Figure 3:
GBR vs. Non-GBR bearers
GBR bearers are admission controlled bearers that are associated with a GBR. An operator would choose GBR bearers for services where the preferred user experience is “service blocking over service dropping”. GBR bearers enable a fine grained form of admission / handover control. GBR bearers are typically required whenever transmission capacity can only be upgraded with considerable efforts and/or deployment delay, e.g., in cellular radio. Queue management as an additional form of congestion control should also be implemented for GBR bearers. However, sources (RT + NRT) running on a GBR bearer and sending at a rate smaller than or equal to GBR may assume that congestion-related packet drops will not occur, or at least will be extremely rare. Exceptions (e.g., transient link outages) will always occur in a radio access system.
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Figure 4:
End-to-End QoS with GBR bearers 
(Note that the Internet in general and the DiffServ architecture in particular does not support GBR bearers)
3 Conclusions and Proposed Way Forward
A. Admission controlled bearers provide an operator with the freedom to choose “service blocking over service dropping” which is often preferred for operator-controlled session-based services. It is therefore proposed that SA2 concludes that SAE/LTE continues to support admission controlled bearers. 
B. The proposal “one S1 mobility tunnel per UE per IP address” is an over-simplification that could only be applied to an aggregate of non admission controlled bearers that do not require that ‘per bearer state’ is maintained in the network. Admission controlled bearers anyway require that ‘per bearer state’ is established in the network before traffic on that bearer can be accepted into the network. This would then require the specification of “sub-bearers” within “one S1 mobility tunnel per UE per IP address”. And that would – at least for the admission controlled bearers – be equivalent to “one S1 bearer per radio bearer” as agreed in ‎[7]. There seems to be no technical benefit in adding to the specifications a special case handling for an aggregate of non admission controlled bearers per UE. The “one S1 mobility tunnel per UE per IP address” proposal could at best be regarded as a sub-optimization but with very questionable gains (how many non admission controlled bearers will the majority of UEs have established concurrently?). It is therefore proposed that SA2 concludes that only “one S1 bearer per radio bearer” should be supported in SAE/LTE.
C. No technical motivation has been identified to place an “IP aware” packet classification function into the eNB. Such a design would, however, inevitably increase the user plane packet processing requirements on an eNB which must be dimensioned for the cell peak rate. However, an “IP aware” packet classification function in a network internal node such as the eNB would be redundant since the decision on the packet forwarding treatment (e.g., scheduling policy) has already been taken by the ingress network edge node based on operator policy (e.g., enforced by PCC). Apart from that a couple of other technical issues have been identified with “IP aware” packet classification in the eNB ‎[6]. It is therefore proposed that SA2 concludes that only a mapping ‘S1 bearer identifier ( radio bearer identifier’ is supported in the S1 bearer establishment procedure to create the binding between an S1 bearer and a radio bearer.
If the QoS design principle and the proposals that have been derived from them would be agreeable in 3GPP then Ericsson would be happy to provide corresponding initial draft text proposals for TS 23.401 and TS 23.402.
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