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1. Introduction
We believe that eNBs could select autonomously the MME from a MME pool area where an UE is going to be attached by some information, typically on MME availability and load information.
In previous RAN3 meeting, we have already proposed a method for MME load information distribution in order to perform load-sharing between the MMEs of an MME pool area [1]. Also, in the last RAN3 meeting, it has been proposed to distribute up-to-date load and availability information of MMEs through IP multicast groups [2]. During the discussion, it was envisaged that another possibility for load information distribution is to use logical O&M schemes.
Therefore we would like to compare these possible methods for distributing MME load information to eNBs in order to help reaching a consensus on the method to be selected.
2. Discussion
We first briefly summarize the possible methods for the MME load distribution before summing up main characteristics in a comparison table.
Method A: usage of paging request messages [1]:
In order to minimize signalling traffic due to the distribution of MME load information, the information is embedded in paging request messages when MME load level experiences a significant variation (trigger based approach, with configurable thresholds). In addition, higher load status of an MME could be detected explicitly by the load information in paging request messages when incoming calls occur, on the contrary eNodeBs could implicitly detect recovery of the higher load status by, for instance, timer based observation of paging request message considering that no incoming calls occur at that time. Since the method uses already defined signalling message and it is unnecessary to consider an additional mechanism such as using dedicated IP multicast message to convey the load information, the impact of distribution of the load information is certainly negligible.
Method B: usage of dedicated IP multicast messages [2]:

In order to know which MMEs are available and operational and to select one of them in an MME pool, all eNodeBs join a dedicated IP multicast group. When an MME is overloaded or goes out of service gracefully, it advertises this by sending for example an “overload alert” or “out of service” message to an IP multicast address that as a result will reach all E-NodeBs that have joined this multicast group. When the MME is again available to handle incoming sessions, it advertises that by sending an “Availability notification message”. All MMEs send their status information (available or overloaded etc ...) periodically or when values exceed some thresholds
Method C: usage of logical O&M messages:

Some procedures between O&M centre and MMEs, and between O&M centre and eNodeBs are defined such as the O&M centre get the load status from all MMEs of an MME pool and propagates those status to all eNodeBs. The method might introduce some additional delay for load information to reach eNodeBs compared to the above two methods since the information might be distributed after the O&M centre has taken it from an MME at once.
Hereafter we provide a comparison table between the above three methods based on each feature.
Table: Comparison between possible methods for distribution of MME load information
	Method

Feature
	A
	B
	C

	Amount of signalling traffic 
	None added
	Some more
	More

	Necessity of additional mechanisms
	Unnecessary
	Necessary
	Unnecessary (additional procedures to be defined in logical O&M)

	Reliability
	Medium
	High
	High

	Real-time
	High
	High
	Medium

	Security
	No added issues
	Some concerns
	No added issues


3. Proposal
We propose that a distribution procedure of MME load information should be defined so that the load sharing between MMEs in an MME pool area could be achieved under multi-vendor environment. Otherwise it’s no doubt that PLMN operators will be unable to keep load balanced between MMEs in an MME pool area, with significant impacts on their LTE network.
We consider that usage of paging request messages is the most suitable method since it could minimize achievement cost and effort when introducing a load sharing scheme between MMEs in an MME pool area. Some might point out that the method lacks of reliability compared to others since incoming calls do not always occur and paging distribution areas are limited due to depending on user mobility and location. However we believe the case is very rare where MMEs under high load situation and the areas will encounter no incoming calls. Thus we propose that usage of paging request messages should be selected as the preferred method for MME load distribution.

4. Conclusion

We propose that distribution procedure of MME load information should be defined so that the load sharing between MMBs in an MME pool area could be achieved under multi-vendor environment. We believe that the usage of paging request messages is applicable for load sharing between MMEs in an MME pool area regarding distribution of MME load information.
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