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1. Introduction

Neighbour cell lists are typically broadcasted in UTRAN and GERAN cells, so as to guide the mobile terminals in focusing their radio measurements on signals coming from the meaningful neighbour cells. RAN2 recently confirmed that such list, if no longer needed for inter-RAT handovers, would still be beneficial for intra-RAT mobility for LTE.

The present contribution addresses the issue of determination of such neighbour cell lists in the scope of LTE.

2. Discussion

Most PLMN operators build the contents of the neighbour cell lists at the radio planning phase, prior to deploying the base stations in the network. It is for instance possible to derive such lists from simple analysis of the geographical position of adjacent base stations. Optimised lists, leading to better handover quality, can be generated by finer analysis of the radio propagation using UTD/raytracing techniques, and/or from data collected in measurement campaigns.

Each time a base station has to be added in the PLMN, the PLMN operator has to launch expensive simulation or measurement campaigns so as to carefully select the appropriate set of neighbour cells for the added base station, as well as for the legacy (newly discovered) neighbour base stations. For such reason, addition of new cells in the PLMN is a rare event, in the order of every month, where multiple new cells are added at once, e.g. at 2:00 a.m. on Saturday mornings.

Home eNode Bs in contrast ‎[1] are likely to be inserted in the network at a much more frequent pace, every hour or so, and in a uncoordinated way, because of the following :

· No matter they deploy it themselves or via a technician, home owners expect the equipment to be up and running right after having been plugged, e.g. to get sure the equipment is properly plugged. It is therefore unlikely that such plugging be time synchronized.

· As the number of home eNode Bs will become large, it will be difficult, in terms of operation costs, to run expensive simulation and/or measurement campaign for each added home eNode B.

As Home eNode B are expected to be neighbour to bigger (macro or micro) conventional eNode Bs, the requirement to adapt the neighbour cell lists more often also applies to the conventional eNode Bs. 

Thus, both Home eNode Bs and bigger (macro or micro) eNode Bs will both have to update their neighbour lists more dynamically than in UTRAN, and it is required that these lists are self determined by both conventionnal eNode Bs, for which some radio planning can be expected, and Home eNode Bs, which will deployed in a less coordinated way.

3. Proposal
2.1. General Principles

We consider that the problem of self-optimisation of neighbour cell lists should be linked to the problem of determination of which X2 associations should be established. 

It would be meaningless to have correct neighbour cells in the neighbour cell list of a given cell, if the eNode B controlling the cell is not X2 connected to the eNode B controlling the neighbour cell. Similarly, it would be useless to have one eNode B connected to a second eNode B, if the second eNode B does not control any actual neighbour cell of cells of the first eNode B.

At some time, the network has to decide an initial set of potential neighbour eNode B of the newly added node. This is needed at least as the added node has to be configured with parameters to establish the X2 associations. We believe such rough determination can be achieved by the network with means of a distance criterion between the expected location of already deployed eNode Bs and the expected location of the newly added eNode B. This initial set of potential neighbours can be quite large, and the determination/optimisation problem of the neighbour cells consists in reducing this set, so as to fit with the limitations of the size of the neighbour cell list (32 in current RRC specifications), and a limited number of effectively used X2 interfaces.

We feel the self-optimisation of neighbour cell list as an issue which can be dealt autonomously at eNode B level, provided that an initial (e.g. large) set of potential neighbour eNode B / cells is provided by the network to the eNode B, together with the related connection parameters (see below figure).
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Figure 1 - Self optimisation of neighbour cell lists 

(a) self declaration of location - (b) determination of initial set of potential neighbours

 (c) optimisation/reduction of list to optimum set of actual neighbours.

2.2. Detailed behaviour

In practise, we expect the following behaviour for handling neighbour cell lists at the time of eNode B bootup.
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Figure 2 –Handling  X2 topology and neighbour cells lists at bootup

1. At the time of boot up, the eNode B sends a self declaration message to a server, enabling the determination of a rough location of the eNode B by the server ‎[2]. For instance, the message might contain the geo-coordinates of the eNode B, e.g. obtained by GPS or by radio planning when applicable. As other example, the message might contain the access line number used for connecting the eNode B to the PLMN, which can be linked to some postal address.

2. As the server is aware of rough locations of all past declared eNode Bs, the server determines for the new eNode B a list of likely neighbouring cells and related eNode B, e.g. selecting all cells controlled by eNode Bs located in the vicinity of the added eNode B. Such determination is very inaccurate, as it is based from location information only, and as the location information might be quite inaccurate. Therefore, the list of potential neighbour eNode Bs/cells is typically larger than the maximum size of neighbour cells list.

3. The server forwards this information to the eNode B, together with parameters required to establish the X2 connections with the neighbour eNode Bs in the initial list of potential neighbours.

4. The eNode B establishes X2 interface with each likely neighbour eNode B contained in initial list ‎[3]
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‎[4], and informs them that its own cells are potential neighbours‎[5].

5. Newly added eNode B adapts autonomously its list of neighbour cells from the initial list of potential neighbours, and starts broadcasting the list in its BCCH. For instance, the neighbour cell list can be any subset of the initial list of potential neighbours. After various successive  adaptations, the neighbour cell list can be viewed as optimal. Ways to adapt the contents of the neighbour cell list from the initial list of potential neighbours, can be view as implementation dependent and leaves room for vendor differentiation. 

As example, when a terminal is present in the cell, the eNode B can successively test multiple subsets of the initial list of potential neighbours, and order the UE to report levels of selected cells. The eNode B can then discard the cells which produces the lowest average measurement values, or which are not detected. As another example, eNode B can discard the cells for which no succesful handover could be observed after some observation period.

6. Newly added eNode B releases the X2 interfaces which are not corresponding to any effective neighbour cells.

7. eNode B returns to steps 5 and 6 whenever it receives information of new likely neighbour cells from other newly added eNode B. 

As example, the eNode B could add a portion of the new neighbours in its list of neighbour cells so as to keep below the maximum size, and reconfigure later the neighbour list with an other portion of the new neighbours, so as to progressively test the relevance of each new potential neighbouring condition.

At some point, it is anticipated that some specific test case for eNode B should be defined, so as to address its capability to effectively select the most meaningful neighbour cells over a target period of time, under agreed conditions.

4. Conclusion

We have proposed in this contribution a way forward for the self determination of neighbour cell lists. Our proposal: 

· relaxes the needs for tight radio planning / heavy measurement campaigns needed for the optimisation of the handover procedures,

· relies on the possibility for the network to determine a rough location of each eNode B, and rough neighbouring relationship with surrounding eNode Bs,

· requires that all eNode Bs in the EUTRAN share the same self determination principles, in support to home eNode Bs.
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