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1. Introduction
In this document, we propose our solution for idle mode handling for intra and inter system mobility.

2. Intra system mobility for idle mode UE

2.1 Basic approach (non-overlapping)

The easiest way to configure a TA is to allocate a TA to a set of cells such that one cell belongs to only one TA as shown in Figure 1. This scheme is used in current WCDMA. In this configuration, a pool of MME/UPE can assign a unique TMSI for each idle mode UE in the corresponding TA, making it easy to manage TMSI. In addition, because the ENB knows which pool it is connected, the TAU (tracking area update) message does not need to include new TA-id
.

On the other hand, this method has drawback in the situation of frequent cell change at TA border. If a UE located in a TA border moves between cells belonging to different TAs, frequent updates of TA should follow resulting in battery waste and signalling overhead. In addition, because most of the TAU messages will be received by the border ENBs, this method will result in an imbalance of signalling load among ENBs. 
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Figure 1. Basic approach (fixed TA, non-overlapping)

2.2 Overlapping TA
To cope with the problems of frequent TAU at the TA border, overlapping TA’s can be considered as shown in Figure 2 [1]. A UE assigned with a TMSI in a TA does not update its TA until it fully moved out of the TA. This is a kind of hysteresis solutions and it reduces the problems of frequent TAU at TA borders. Note that this configuration is similar to what is used in current URA.

In this configuration, ENBs in the overlapping area have to broadcast a list of TA-ids that they belong to. Regarding the routing in the ENB, the TAU message has to include TA-id (at least in the overlapping area) to find the correct pool of MME/UPE. Except these two points, the management of TA and TMSI is as easy as the basic approach in section 2.1. 

In this solution, the problem of signalling load at TA border is reduced but not removed. On the other hand, if we set the same size of TA for non-overlapping and overlapping approaches, the area to be covered by the same number of TAs is smaller in the overlapping case. In addition, because some ENBs are in the overlapping areas and the others are not, the paging load in the overlapping area is larger than that in the non-overlapping area.

Nonetheless, considering the pros and cons of this method, we think that the problems caused by the overlapping area are not serious if the overlapping area is small enough. For example, if the 10% of the total area is the overlapping area, the paging overhead and the number of additional TAs will be in the order of 10%. Frequent updates of the TA resulting from a ping-pong effect can be removed almost perfectly even with a small overlapping area. 

P1. Thus, we think that the concept of overlapping TA is beneficial. 
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Figure 2. Overlapping TA

2.3 Requirements for advanced scheme

In current 3GPP system, all the UEs in the same location are assigned with the same TA. In this case, fast moving UEs update their TAs frequently resulting in battery waste and signalling overhead. While, slow UEs are assigned too wide areas such that to page a slow UE, the TMSI of the UE is broadcasted in the entire TA. Thus it is desirable in the LTE to allocate different size of TAs for different UEs for further optimization. 

To achieve this goal, we can think of the two methods available in current available systems. One is the distance based solution which is adopted in 3GPP2, and the other is hierarchical TA which is adopted by DECT. In the following subsections, we show the pros and cons of each method.

2.3.1 Distance based solution

The details of this approach are in [2]. In system information, each cell broadcasts reference location of its ENB and at registration, UE and MME/UPE records the ENB location where the registration took place as the center of the TA for the UE. Whenever UE moves among cells, UE monitors the broadcasted location of the corresponding ENBs and calculates the distance from the center. If the distance exceeds the preconfigured value R, UE updates its TA and the new ENB is assigned as a new center of the TA. In this approach, each UE can be assigned with a different TA with different size of TA and the value of R can differ as UE wanders around. This procedure is shown in Figure 3. 
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Figure 3. Distance based TA

To reach the correct MME/UPE or pool of MME/UPE, a UE needs to include in the TAU message the identity of MME/UPE or pool of MME/UPE who has allocated the TMSI for the UE. 

With this approach, the high load problem at the border ENBs is removedand the signalling load is expected to be distributed evenly among ENBs. In addition, there is no frequent TAU by ping-pong effect because the successive TAs for a UE will overlap by nature (see Figure 3). 

On the other hand, because each neighbouring ENB will have different UEs to be paged, the processing overhead in the ENB will also be increased. Moreover, the overhead in the MME/UPE is also not negligible. For instance, because the controlling MME/UPE has to know the center of the TA for each UE, the memory requirement of the MME/UPE will be very high. In addition, to calculate distance, the MME/UPE may have to be aware of the location of each ENBs. This violates the principle of CN/RAN separation.

Moreover consider the situation where the ENBs in a TA of a UE is governed by more than one pool of MME/UPE as shown in Figure 4. If we consider the serving MME/UPE pool is pool 1, to page a UE paging request should be sent to pool 2. In this case, pool 1 has to know to which MME/UPE pool it has to send the request. To enable this, pool 1 has to know the location of the ENBs (e.g. ENB 5, 6, 7) which do not belong to itself.

P2. Considering all the points above, distance based solution seems to be very difficult to manage.
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Figure 4. Problem for distance based TA

2.4 Hierarchical TA

In a non-hierarchical TA configuration, all the UEs in the same location are assigned with the same TA. In this case, fast moving UEs update their TAs frequently resulting in battery waste and signalling overhead. While, slow UEs are assigned too wide areas such that to page a slow UE, the TMSI of the UE is broadcasted in the entire TA. These situations can be optimized if we configure levels of TAs as shown in Figure 5. In this architecture, several levels of TAs are configured in a cell and vertical as well as horizontal TA update is possible. Even though UEs are in the same location, UEs can be assigned with different TAs with different size. This is useful to cope with UEs in different speed. In addition, the level can also be decided based on the inactivity of the UE. e.g. how much time the UE has been in idle mode. 

To ease the TMSI allocation, all the ENBs under the same highest level TA can be connected to the same pool of MME/UPE or each set of ENBs in a TA can be connected to a separate pool of MME/UPE.

The entity who decides the TA level can be an issue in this configuration. If the network is to assign the level, the network should keep track of the information of the UE, e.g. the speed or the inactive time. Because there are lots of UEs the network should manage, this can be quite a burden to the network. On the other hand, the UE can have a better understanding of its status/speed and it can decide the TA level based on this information. Thus, it might be preferable if the TA level is decided by the UE. 

Although in Figure 5, the boundaries of the higher layer TA coincide with those of the lower layer TA, the boundaries can be set differently to distribute the TAU messages. In addition, the concept of overlapping area can also be incorporated in this architecture as shown in Figure 6.

This scheme is beneficial because it can support different size of TA for different class of UE with little effort compared to the method in 2.3.2.

P3. Considering the above discussion, we think the hierarchical TA can be beneficial and we propose the TA level be decided or recommended by the UE. 
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Figure 5. Hierarchical TA
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Figure 6. Hierarchical overlapping TA

3. Inter system mobility for idle mode UE

In [3], we have shown our basic approach for idle mode handling for mobility between 2G/3G and LTE. In the contribution, we proposed an open interface between SGSN and MME/UPE. With the help of this interface, a UE can be registered in TAs of E-UTRAN, UTRAN and GERAN simultaneously. This leads to reduction of signalling for inter-RAT mobility by sending paging message in parallel. Figure 7 is an exemplary message flow for this.
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Figure 7. Message flow when UE selects 2G/3G access at first
The idea of simultaneous TA registration can easily be combined with hierarchical TA. Consider the scenario in Figure 8 where the LTE is deployed on top of 2G/3G system. In this scenario, UE moves between 2G/3G RA (routing area) and LTE hierarchical TA. 

A. If a UE located in RA1 of the 2G/3G system enters into the area TA1-1, it registers to the MME/UPE pool1 or pool3 based on the suggested level of TA included in REGISTRATION REQUEST (step 7). In this example, TA level is set as level 1 and UE camps to TA1-1. In Step 8, MME/UPE pool1 registers to the SGSN1 so that if downlink data are received by SGSN1, the paging is done both on RA1 and TA1-1. UE maintains its location as (RA1, TA1-1). When UE moves back to 2G/3G system within RA1, UE will not perform RAU.
B. Based on the UE’s mobility, the level of TA for UE can be changed. When UE triggers TAU with TA level 2 at the border of TA1-1, the level of TA for the UE can be change from level 2 to level 1 (referring to Figure 8 from TA1-1 to TA1). UE maintains its location as (RA1, TA1).
C. For some reason, UE can move from LTE system to 2G/3G system and if the RA is different from its saved RA (RA1), then UE triggers RAU resulting in moving to RA2 (referring to Figure 8. from TA1 to RA2). Now downlink data will route to SGSN2 and UE maintains its location as (RA2, TA1). When UE moves back to LTE system with TA1, UE will not perform TAU.
D. When UE moves from RA2 to RA3 within 2G/3G system (referring to Figure 8. from RA2 to RA3), UE shall carry out RAU. UE maintains its location as (RA3, TA1). 
E. For some reason, UE can move from 2G/3G system back to LTE system. If the TA is different from its saved TA (TA1), UE shall trigger TAU resulting in moving to TA2 (referring to Figure 8. from RA3 to TA2). UE shall register to the MME/UPE pool2 and then MME/UPE pool2 register to SGSN2. UE maintains its location as (RA3, TA2). Thus, when UE moves back to 2G/3G system with RA3 from LTE system, UE will not perform RAU.
F. If Network detects the UE’s low mobility or UE indicates the UE’s low mobility to the network, network can change the level of TA for the UE (referring to Figure 8 from TA2 to TA2-1) using TAU response when UE performs TAU. UE maintains its location as (RA3, TA2-1). Also, when UE moves back to 2G/3G system with RA3, UE will not perform RAU.
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Figure 8. A scenario of inter-RAT Idle mode UE mobility
Note that distance based TA cannot coexist with simultaneous TA registration, while hierarchical TA can. Considering the requirements described in section 2.3, this is one of the reason we propose hierarchical TA.

P4. We propose an open interface between MME/UPE and SGSN and simultaneous TA registration for inter-RAT idle mode handover.

4. Conclusion

In this document, we have provided our solution for idle mode mobility and it is proposed for the groups to agree on the following points.

· P1. The concept of overlapping TA be adopted in the LTE.

· P2. Distance based TA be ruled out in the LTE.

· P3. Hierarchical TA be considered in the LTE.

· P4. Open interface between MME/UPE and SGSN and simultaneous TA registration be considered in the LTE.

And we propose to capture the above section 2 and 3 into TR23.882.
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� In a Flex configuration, it is required for an ENB to find the correct MME/UPE among the pool when it receives a TAU message. In this case, two solutions can be considered. The first is to use simple redirect mechanism and the other is to hard code a MME/UPE id in a TMSI. 
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