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Introduction

The 3GPP System Architecture Evolution Work Item studies the long-term evolution of the end-to-end 3GPP system. The target is to develop a competitive system architecture that provides optimal support for high bandwidth and low latency IP traffic and services on top of that.

This document clarifies that an IP based, network controlled local mobility and local forwarding solution is needed in the evolved access network, and proposes to use Proxy Model Mobile IPv6 Regional Registration/Forwarding for this purpose.

The need for local mobility management solution

The evolved access network should support IP terminal mobility independently of the terminal’s IP host capabilities. Terminals could be classified into “Simple IP” and “Mobile IP” terminals depending on their Mobile IP capabilities.

The evolved access network should provide user/terminal IP point of attachment higher from the IP access network topology like the GGSN does in the current network architecture. This is needed in order to improve user/terminal location privacy as the exposed IP address that is reserved to the terminals reveals only the operator’s IP network information to the other IP peers. 

The transport capacity requirement in the last mile links to the Base Stations becomes easily ten times bigger per cell than in the current UTRAN. 3GPP has set IPv6 as the preferred transport option when the transport overhead caused by GTP tunnelling becomes unacceptable especially when the user payload contains also Mobile IPv6 overhead. In order to match transport with the new high capacity radio interface, the evolved access network should provide IP optimized and low latency local forwarding for user IP traffic in the access network.

Therefore the specification of a general, IP based network controlled local mobility and IP optimized local forwarding solution for the evolved access network is needed.

The solution should provide fast and seamless intra access network handovers and user IP traffic forwarding that all is transparent to the terminals.  For inter access network IP mobility the terminal need to support Mobile IP for service continuation.

Proxy Model Mobile IPv6 Regional Registration/Forwarding

The Proxy Model Mobile IPv6 Regional Registration/Forwarding (PMIPv6) is a network controlled Local Mobility Management concept that can be understood as an underlay Mobile IPv6 mechanism as the MN itself is assumed to take care of the overlay Mobile IPv6 functions (Global IP mobility) towards the home agent and correspondent nodes. However, this method can be used to provide network-controlled mobility also for Mobile IP client-less IPv6 and IPv4 mobile nodes (“Simple IP”).
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Figure 1 – Proxy Mobile IPv6 as underlay mobility solution

The PMIPv6 is implemented in the evolved Base Stations and in the Serving Node (SN) that provides local mobility agent functions and user traffic forwarding. The Serving Node (SN) is assumed to be located at the edge of the evolved access network.  The evolved Base Stations terminate IP and provide a proxy function to the terminal for the PMIPv6 localized mobility control towards the SN and user IP traffic forwarding. The PMIPv6 does not expect any implementation in terminals except ordinary IP host capabilities. 

The packet switched access network that the SN is covering forms a network controlled local mobility domain. This access network could be implemented using L2 Switched, IP Routed, or as a hybrid of these transport technologies.

In case the IP routed access is utilized, the intermediate access routers in between the Base Stations and the SN need not to be aware of the localized mobility concept at all i.e. they could be off-the-self access routers that perform just ordinary IP routing and forwarding.

Local Forwarding

The local forwarding of user IP traffic could apply some IP tunnelling protocol but that would cause a lot of unnecessary overhead in case of IPv6 and MIPv6. In order to avoid this the PMIPv6 applies address swapping between the BS and the SN for terminal’s downlink traffic. This provides a “zero overhead” solution for Mobile IPv6 based system.

Used Addresses:

· CoA (Care of Address) is based on SN prefix and UE's Interface Id portion of the IPv6 address associated with AR@ (AR = actual next hop Access Router). CoA shall be used also as terminal IP address for “simple IP” case.

· AR@ (“on-link” IP address) is based on AR prefix and UE's Interface Id portion of the IPv6 address

· MNHA (Mobile Node Home Address) is the mobile node's home address (optional)

· CNA (Correspondent Node Address) is the correspondent node's IPv6 address

The following figure illustrates how MIPv6 capable UE’s downlink traffic is forwarded via SN to the BS in case the UE has not performed correspondent registration for route optimization.

Instead of causing double tunnelling overhead into the packet, the PMIPv6 swaps destination address to UE’s current “on-link” address and forwards packet to the access network. Now the packet traverses using optimal route to the BS that swaps the destination address of the packet back to the original and forwards it to the UE over the radio link.
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Figure 2 – Local Forwarding (DL) in Proxy Mobile IPv6 without route optimization

The following figure illustrates how MIPv6 capable UE’s downlink traffic is forwarded via SN to the BS in case the UE has performed correspondent registration for route optimization. Now the packets do no more traverse via the home agent as the UE has registered its current CoA to the correspondent node.
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Figure 3 – Local Forwarding (DL) in Proxy Mobile IPv6 with route optimization

In the Uplink direction the UE sends packet to the Correspondent Node by using CoA as the source address exactly as with the basic Mobile IPv6. Now it is essential to force uplink traffic to pass via the SN-U. A regular IPv6 source routing [RFC 2460] can be applied as an option when the BS shall add routing header with SN-U address into the uplink packet as follows:
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Figure 4 – Local Forwarding (UL) in Proxy Mobile IPv6 with route optimization

The SN-U removes the routing header and forwards packet in same format as sent originally from the UE.

Regional Registration 

A proxy capable Base Station (BS) uses the Proxy Binding Update (P-BU) message for regional registrations to the SN (local mobility gateway). This message is used to initialize local forwarding during the UE initial registration to the access network and in continuation to notify the SN about UE's movement to new Access Router in order to control the SN to route UE bound packets to its new location (IP layer handover).

Intra SN Handover

The Intra SN handover in the PMIPv6 means that the UE performs Inter BS handover to another BS that is located within the current local mobility domain i.e. an access network below the SN. This handover may involve local Access Router relocation if the new BS is connected to another link. However, this function is hidden from the UE and it can continue to use its current CoA, as long as it is moving within the same local mobility domain that the SN is covering.

The following Intra SN handover sequence diagram illustrates how PMIPv6 IP layer handover can be synchronized with the Inter BS handover at L1/L2 (Make-Before-Break).
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Figure 5 – Intra SN Handover
Local Mobility support with IPv4

The network controlled local mobility can be implemented for IPv4 only terminals by using the same Proxy MIP principle. Now the local forwarding between Base Stations and SN could be implemented by using pre-configured GRE tunnels. The tunnel switching control (regional registration) could be implemented by using a modified MIPv4 registration message that the BS sends to the SN.

The following stack drawing illustrates the case when the UE is MIPv4 capable. However, the local mobility could be supported also for “simple IP” clients when the UE will have its IP connectivity from the SN.

The SN-U provides the Foreign Agent (FA) function and the UE assigns its Care-of Address from the FA. Now the Mobile IP tunnelling from HA ends in the SN-U/FA that de-capsulate user IP packet and encapsulates it again for local forwarding in the local GRE tunnel. In this way transport overhead in local forwarding to the BS is equal with the global forwarding. Finally the BS de-capsulate the user IP packet and thus there is no tunnelling overhead over the radio link at all. 
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Figure 6 – Local Mobility support with IPv4

Conclusions

The network controlled PMIPv6 provides means to support lxocal mobility for “simple IP” and “Mobile IP” capable terminals. This feature can be implemented in the evolved Base Stations and Serving Node.

In case of MIPv6 capable terminals this solution shall reduce the amount of MIPv6 handovers, home registrations and correspondent registrations as the UE care-of address need not to be changed while moving within the local mobility domain that the SN is covering. In addition to this concept does not require any changes in the UE that is provided with a MIPv6 Client.

The location privacy with MIPv6 will improve by using the PMIPv6 as now the UE CoA will be assigned from the SN instead of the actual next hop router. Thus the CoA exposes only the current operator to the other peers. Higher the SN is located in the IP network topology, the better location privacy can be achieved.

Also the local forwarding between SN, BS and UE enables to propagate packets without encapsulation that otherwise would conserve bandwidth in the local access network and over the radio link.

The PMIPv6 handover provides fast & seamless IP layer handovers that can be synchronized easily with Inter BS handovers at L1/L2. Network controlled mobility enables session continuation also for “simple IP” capable UE’s while they are moving within the local mobility domain.

The network controlled local mobility can be implemented for IPv4 only terminals by using the same Proxy MIP principle. Now the local forwarding could be implemented by using pre-configured GRE tunnels between the Base Stations and the Serving Node. The tunnel switching control could be implemented by using a modified MIPv4 registration message that the BS sends to the SN.

Proposal

It is proposed that the joint meeting discusses the solution presented in this contribution, and the agreed parts are documented in appropriate section of TR 23.882.







3GPP


_1180766591.vsd
Object name
attributes�

1.
�

�

�

�

BS�

UE
(MN)�

CN�

ER�

HA�

�

Access Network�

Correspondent Node�

Public Internet�

Operator�s IP Backbone�

SN�

Proxy MIPv6�

MIPv6 or MIPv4�

Radio Link�

HAA�

Src�

Dest�

CoA�

CNA�

�

HAA�

Src�

Dest�

CoA�

CNA�

Payload�

MNHA�

AR@�

Src�

Dest�

CNA�

Payload�

MNHA�

HAA�

CNA�

Payload�

Src�

Dest�

MNHA�

Payload�

MNHA�

2.
�

3.
�

4.
�


_1180767181.vsd
SNUA�

CNA�

CoA�

MNHA�

Payload�

Src�

Dest�

Home Address option�

�Type 0" Routing Header�


_1181032526.vsd
�

�

UE�

BS�

Radio L1�

MAC�

Radio L1�

MAC�

IPCS�

IPCS�

TCP/UDP�

Appl�

Physical�

 Data
Link Layer�

IPv4�

IPv4/MIPv4�

TCP/UDP�

Appl�

�

�

 Data
Link Layer�

Physical�

�

IPv4�

�

IPv4�

 Data
Link Layer�

Physical�

IPv4�

 Data
Link Layer�

Physical�

�

�

�

Serving Node-U�

�

�

Server/
Correspondent Node�

IPv4/IPv6�

GRE�

IPv4/IPv6�

GRE�

IPv4/IPv6�

GRE�

IPv4/MIPv4�

 Data
Link Layer�

Physical�

IPv4�

 Data
Link Layer�

Physical�

�

�

�

Home Agent�

Local Forwarding/
Mobility�

Global Forwarding/
Mobility�

�

Radio Link/
Mobility�

IPv4/IPv6�

GRE�

�

�

�

�

Foreign Agent�

Local Anchor�

Local Mobility Client�


_1180766679.vsd
Object name
attributes�

�

�

CN�

�

BS�

UE
(MN)�

ER�

HA�

�

Access Network�

Correspondent Node�

Public Internet�

Operator�s IP Backbone�

SN�

Proxy MIPv6�

MIPv6 or MIPv4�

Radio Link�

�

CNA�

CoA�

MNHA�

Payload�

Src�

Dest�

"Type 0" Routing header�

CNA�

AR@�

MNHA�

Payload�

Src�

Dest�

"Type 0" Routing header�

CNA�

CoA�

MNHA�

Payload�

Src�

Dest�

"Type 0" Routing header�

1.
�

2.
�

3.
�


_1177263345.vsd
Object name
attributes�

�

�

�

BS�

UE
(MN)�

ER�

 �

HA�

�

Access Network�

Correspondent Node�

Public Internet�

Operator�s IP Backbone�

SN�

Proxy MIPv6�

MIPv6 or MIPv4�

Radio Link�


