

Temporary Document

Page 4
-


joint 3GPP TSG SA WG2 / TSG RAN WG3
SRJ-050053
28 - 30 June 2005

Montreal, Canada
Source:
NTT DoCoMo
Title:
Refining the architecture
Document for:
Discussion
Agenda Item:
2.2
Work Item / Release:
3GPP system architecture evolution
1. Introduction
1.1 Visions for future system

Through the extensive work in SA1 visions on the future usage of wireless networks have been developed and have put the base for requirements on an evolved architecture. From the TR 22.978 it is clear that the future network needs to support a huge variety of services and behaviours. This will drive the requirements on a flexible network that allows the operator to grow and implement services in a flexible, quick and cost efficient way.

Section 4.2 in TR 22.978 v7.0.0 lists the drivers and motivations for progression to an AIPN. In addition to the diversified services the traffic between users are expected to increase dramatically so the new network must not only be optimised for user-to-server traffic, but also for user-to-user traffic. The access networks will also vary from time to time and situation to situation. To keep 3GPP operators competitive, flexibility to provide service over multiple access systems for the services in a cost efficient way, must be ensured.
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Figure 1 Significant increase of the number of supported terminals (from TR 22.978)

The conclusion is also that ‘ubiquitous services’ will get gain great prominence within future mobile services. This will lead to a significant increase in the amount of terminals.

“ - An AIPN would provide the ability to offer enhanced and flexible mobile services, quickly and cost effectively. An AIPN can also support the diversification of mobile network services, support service integration and would enable the provision of seamless and ubiquitous services across a variety of different access systems and terminals.”

The increased traffic from sensors, pets, machinery and household electronics in combination with increased PS traffic from users and the limited amount of available MSISDN numbering capacity, it is desired to include new terminals without having to associate MSISDN with every terminal.

The traffic pattern is also expected to change. Today web traffic has a session like behaviour with traffic bursts occurring during a limited session time. This is expected to change with IM type of services user-to-user and ubiquitous services. Instead the traffic pattern will include bursts during very long, ‘always on’ type of sessions. This means that there will not be an easy way to determine start and end time of session, thus the network must be able to transport traffic to/from the terminal at all times with minimal delay.   
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Figure 2 User-to-user traffic and the use of multiple access systems will increase (from TR 22.978)
To enable the optimised routing of both user-to-user and user-to-server traffic at the same time as supporting a vast number of terminals and flexibility a shift to IP technology focus, instead of the combined circuit switched and packed switched focus used in UMTS, is needed. This is addressed in Section 6.2 “new capabilities required for an AIPN” in TR 22.978.

“ - Based upon industry trends IP technology shall be applied to the addressing and routing technology within an AIPN to enable accommodation of a vast number of users and terminals.”

Going forward its important to understand ubiquitous the fundamental drivers behind the evolution to guide the future work. The guidance will not only help progress the work, it will also ensure that contradicting requirements can be identified in an early stage and feedback can be given to SA1 for further guidance.

1.2 Bottlenecks in the existing system
To evolve the system the bottlenecks in the existing system needs to be identified so refinements can be made in areas where they can significantly boos the performance of the system and ensure that the requirements from the future competitive market can be met.

The current UMTS system is optimised to support CS traffic with additional PS traffic. This has led to a suitable compromise for that type of traffic mix. With an development where IP based services get a predominant position the system needs significant performance and efficiency improvements for handling IP based traffic. Existing system has an inherited complexity associated with session control from CS services and outdated X.25 requirements, leading to long session setup time and inefficient state handling.

With a change in traffic pattern with large amount of terminals always on, with low average bandwidth usage per user and significant increase in user-to-user IP traffic a solution that routs traffic efficiently between large variety of destination hosts and with minimal kept state information is needed. With the introduction of IMS, services requiring session control can get advanced session control from IMS and it should be made sure that functionality is not duplicated in the network layer.

To achieve a competitive network it is not enough to look at the current ISP type of fixed IP networks. Instead the evolved network must support future services and must be aligned with advanced IP networks in the fixed side, like the NGN initiatives. The evolved system must be competitive and compatible with the evolved functionality developed in these networks. 
1.3 Migration
The evolved system must not only be competitive towards other systems and networks, it must also ensure that existing 3GPP operators can benefit from their existing investments. The evolved system must be ensured to work well with current deployments of existing systems. 

To achieve the performance needed to cope with the shift to IP based traffic significant changes are needed in parts of the network. These upgrades are costly for operators so it should be possible for an operator to only evolve parts of the network, where it is commercially/competitively motivated, and evolve other parts in their own pace. This will ensure maximal return on investment on already deployed equipment.

New equipment should be kept simple, with low complexity to ensure low cost.   

2. Proposal
It is proposed to add the following text to the TR 23.882.
First Change

6
Scenarios and Solutions

[Editors Note: This clause identifies potential scenarios based on drivers such as social and new emerging technologies that have an impact on the existing reference architecture. The identified scenarios are used to explore the architecture options and as a base for identifying the key architectural issues. The scenarios may be based on the outcome from AIPN in SA1 and the TSG-RAN’s Study Item on Radio Evolution (see SP-040915). The scenarios should identify how migration and/or evolution from current systems occur.]

6.1
Scenario 1

This is a high level description of a scenario that aims to meet the requirements on an evolved system (AIPN in SA1 and Evolved UTRAN in RAN). The core of the evolved architecture is a IP based core network that both provides mobility management routing and routing of traffic between users and users and servers. The same IP based technologies for routing, QoS, policing etc. used in the IP based core network can be used in interconnecting and non-3GPP peer networks, minimising the need for interworking and mapping between technologies. 
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Figure X Evolved architecture
The architecture is split in a control plane and a transport plane. This ensures that the transport plane can be kept simple and that the two can evolve and be dimensioned independently of each other. The architecture handles access systems in a generic way, that ensures flexibility for future / alternative access methods that might suite each operator’s specific need and requirements.

The Network Control Server (NCS) is a control plane entity and controls user authentication and ciphering. It also controls the access system selection in the case that the candidate systems include non-3GPP RATs.

The Access Router (AR) is a transport plane entity and is the entrance to the IP core network from the UE side.
The Edge Mobile Anchor Point (EMAP) is a transport plane entity and the mobility anchor point in the visited network. The EMAP serving a UE does not change when there are any active communications on the UE. 

The Global Mobile Anchor Point (GMAP) is a transport node and the mobility anchor point. GMAP receives packets directed to the IP address of the UE and forwards them to the EMAP registered. 

Advanced peer IP networks can send traffic directly to an EMAP from an EMAP when information about target EMAP has been received via the target GMAP.
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Figure X Migration flexibility
An IP core network can be introduced together with already deployed network infrastructure allowing existing deployments to evolve in the most optimal pace together to ensure maximal return of investment of already deployed equipment. Each part of the network can be updated according to the most suitable time schedule for the local situation. 

The IP core network is optimized for the EUTRAN and to get maximum performance and benefit of the new core network for the existing UTRAN the old CN nodes need to be evolved.

The relatively high independency between EUTRAN and UTRAN prevents forced upgrades to deployed infrastructure, but does not prevent reuse of network and equipment and evolvement of existing UTRAN to ensure a competitive complement to EUTRAN. 
End of First Change

Second Change

7
Key Architectural Issues

[Editors Note: this clause identifies key issues e.g. related to mobility and QoS mechanisms, solutions for key Issues and impact on the Architecture i.e.

7.1
Key Issue 1

7.1.1
Description of Key Issue 1
7.1.2 
Solution for key issue 1

7.1.3
Impact on the baseline CN Architecture
7.1.4
Impact on the baseline RAN Architecture
7.1.5
Impact on terminals used in the existing architecture]

7.1
Mobility Management
7.1.1
Description 

7.1.2 
Solution for Mobility Management 
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Figure X Mobility Management Solution
Three levels of hierarchy (Node B, AR, EMAP) is needed in the visited network for flexible network designing and dimensioning. The GMAP is the anchor point in the home network where the IP address of the user is located from an IP routing hierarchy. Advanced function for IP mobility between EMAP and GMAP makes IP networks not need to send packets via the GMAP in the home network. Instead packet can be sent directly to the EMAP in the visited network. In contrast to Mobile IP protocol this update is only done between networks so the actual location is hidden for the users. This ensures location privacy at the same time as the traffic is using optimal routing.

The AR, EMAP and GMAP entities are likely to be in the same node in most cases. EMAP and GMAP will be the same node when users are in the home network and the actual mapping for routing will be directly AR-GMAP. EMAP is likely to only changed when users moves to anther network or to a network location where there for optimal routing reasons are need to change the EMAP.
To ensure the ‘always-on’ concept the terminals are always registered in one AR, EMAP and GMAP when they are connected to the network. The GMAP can provide static or dynamic IP addresses. 

IP mobility management is used for inter-AR and inter-EMAP mobility and inter-node B mobility uses L2 mobility management. 

To ensure seamless mobility, packets are buffered during the handover interruption and then forwarded. 

[Editors Note: The buffering point is a node in Evolved UTRAN, the AR or the EMAP, still an open issue]
7.1.3
Impact on the baseline CN Architecture
7.1.4
Impact on the baseline RAN Architecture
7.1.5
Impact on terminals used in the existing architecture
7.2
QoS

7.2.1
Description 

7.2.2 
Solution for QoS 
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Figure X QoS Solution
The evolved core network uses IP QoS based on the solution in E2EQoS Work Item. The same solution can be used in the evolved core and in interconnect / fixed peer networks. There is no need for multiple solutions in the core network and mapping between them.
Call Admission Control (CAC) is used in both EUTRAN and IP core network in order to guarantee quality of the communication. The PCRF triggers CAC and asks access systems like E-UTRAN to do CAC when needed. CAC may not be necessary for best effort service.

In existing system there is a need to set RAB and PDP for each QoS application with different QoS. RAB parameters are for absolute QoS, not for relative QoS, e.g. it is not possible to indicate which traffic that has to be prioritized, e.g., IMS signaling or VoIP.
In the near future it will be common with simultaneous multi-application usage, e.g. VoIP + multimedia data (text, picture, presence). To handle multi-RAB for each application that has different QoS is cumbersome:
· Multi RAB state management is complex to implement in CN, RAN and UE.

· Frequent RAB/PDP setup is required, according to application start and stop

In Evolved UTRAN, new RAB design optimized for shared channels are used. One RAB setup for all different QoS applications is done per a UE. These different QoS applications are combined into a RAB with relative QoS (like Diffserv).
The NCS sets the QoS policy for the UE in the Evolved UTRAN at activation of the access link. 

QoS and IMS/SIP setup signaling can be done in parallel for optimal performance. 

7.2.3
Impact on the baseline CN Architecture
7.2.4
Impact on the baseline RAN Architecture
7.2.5
Impact on terminals used in the existing architecture
7.3
Access System Selection

7.3.1
Description 

7.3.2 
Solution for Access System Selection 
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Figure X Access System Selection
Within and between 3GPP radio access technologies RANs and UE should select the access system and decide on handover.
When non-3GPP RATs are involved the terminal requests an access system and the NCS decides and selects the access system for the UE.
7.3.3
Impact on the baseline CN Architecture
7.3.4
Impact on the baseline RAN Architecture
7.3.5
Impact on terminals used in the existing architecture
7.4
UTRAN-EUTRAN handover

7.4.1
Description 

7.4.2 
Solution for UTRAN-EUTRAN handover 
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Figure X Handover between 3GPP Radio Access Technologies
Handovers between UTRAN and EUTRAN are using similar scheme as handover between GSM and UMTS. Neighboring cells on other RAT are signaled on BCCH/DCCH (1). Inter-RAT measurement control is performed and handover trigged(2). Inter-RAT signaling can be performed to enable pre-configuration(3). If inter-RAT signaling is performed traffic load can be taken into consideration for the cell selection. Signaling between RAN and core network for the path switch is similar to SRNS relocation. 

7.4.3
Impact on the baseline CN Architecture
7.4.4
Impact on the baseline RAN Architecture
7.4.5
Impact on terminals used in the existing architecture
End of Second Change
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