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Introduction

The 3GPP System Architecture Evolution Work Item studies the long term evolution of the 3GPP system. The target is to develop a competitive system architecture that provides optimal cost efficient support for high bandwidth and low latency IP traffic and services.

This document introduces the essential building blocks for an IP optimized Intra-radio access mobility in connected mode. 

The need for an IP optimized Intra-radio access mobility

The evolved radio access network shall be optimized for packet traffic and very tight requirements have been set for connection setup times and latencies in order to compete with the challenger technologies. These requirements cannot be met easily with the current UTRAN architecture, so it is worth considering a new IP optimized radio access network architecture where also an IP optimized Intra-radio access mobility solution can be utilized.

It is viable to extend IP awareness into the radio interface in order to achieve less than 10 ms RTT for IP traffic within the radio access network. In practise it would be optimal to implement an IP aware radio stack in one node (e.g. Evolved Base Station) instead of splitting it into multiple nodes as it is specified today.

Now the IP awareness in the Evolved Base Station would require support for IP layer (L3) mobility functions in addition to Access Link layer (L1/L2) mobility functions. Also there should be inter-working between these mobility layers in order to enable network controlled IP mobility instead of relying only on terminal controlled IP mobility as e.g. in WLAN. 

In the context of an IP optimized radio access network and evolved IP core the mobility functions will span over Network Control, IP Routing & Forwarding and Access Link Layers. This contribution proposes a hierarchical mobility concept where the mobility/handovers can be divided into the following layers:

· Evolved IP core network mobility (Global and Inter-Access) based on functions provided by the network control layer and the basic IP mobility for routing

· Intra-radio access network IP mobility (macro) based on network controlled LMM (Local Mobility Management) concept with fast & seamless IP layer handovers

· Basic access link layer mobility (micro) based on L1/L2 mechanisms for Inter Cell and Inter BS handovers synchronized with IP layer mobility

The access link mobility layer will produce the most frequent mobility events. The proposed layered mobility solution enables to reduce mobility events that will be exposed to the upper layers in the hierarchy. The hierarchical mobility concept is especially justified from network scalability viewpoint.

The evolved radio access network can form a local mobility domain (IP routed transport) where a network controlled local IP mobility enables to have UE IP point of attachment at the edge of the evolved IP core e.g. in the access network gateway node. This approach will reduce the amount of IP layer handovers that are visible to the UE and it also improves location privacy of the UE.  

When the network controlled LMM is combined with tight inter-working with access link layer handovers, the proposed solution can provide IP optimized fast and seamless intra-radio access network handovers.

IP optimized Intra-radio access mobility

The figure illustrates building blocks for IP optimized Intra-radio access mobility functions on user plane in the evolved radio access network. The local mobility area below the Serving Node (SN) is an ordinary IP routed network that forms the evolved radio access network between the Base Stations and the Serving Node.

The SN-U (Serving Node-U) at the edge of the IP core provides a Local Mobility Gateway function for IP layer mobility on user plane and the SN-C (either separate or integrated with SN-U) is responsible for control plane related MM functions (not shown in the figure) like location management. Now instead of circulating the local IP routing control via the SN-C, it is performed directly from the Base Stations to the SN-U in order to minimize handover latencies and to maximise the HO performance. The C-plane related MM functions that are not so time critical are done in parallel to the SN-C.
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Figure 1 – Intra-radio access mobility (on IP based user plane only)

A distributed RRM in the Base Stations is selected in order to simplify the network architecture and to move IP awareness close to the radio i.e. down to the Base Stations. This choice enables to implement a truely packet traffic optimized radio access network with minimum latencies.

Now the Base Stations are assumed to control Inter-Cell and Inter-BS handovers at the access link layer (L1/L2) autonomously. However, supporting network-controlled handovers is a necessity, so the neighbouring Base Stations will have a C-plane interface between each other that inherits properties from the current Iur interface. The BS where the UE is currently attached will function as a Serving BS that stores the user context data that needs to be transferred in case of Inter-BS handovers.

The inter-working between the basic Inter BS handovers at access link layer and IP layer handovers is implemented in the Base Stations that are aware of their neighbour BS IP network configurations in addition to radio network configuration. 

When the UE movement from a BS to another does not involve IP link change, the Inter BS handover is  handled at access link layer. That is, no IP mobility events occur. Otherwise the target BS shall control the user local route update at IP layer that will switch the UE traffic path from the SN-U to the UE’s new destination. Therefore the local IP mobility is made network controlled instead of using Mobile Node controlled principle like e.g. HMIPv6 (Hierarchical Mobile IPv6) or Regional Registrations for MIPv4.

In case the UE moves within the local mobility area, a network controlled local mobility solution enables UE to maintain its IP address that is assigned from the address space of the SN-U. Thus the Intra access mobility is fully transparent to the UE at IP layer.

Downlink Duplication for Inter BS Handover

Considering the involved BSs and their knowledge of the UE in question (i.e., the presence of User context in the BS), the evolved access networks should support both “Make before Break” (push model) and fast “Break before Make” (pull model) cases in the Inter-BS handovers.  

In distributed network architecture the Evolved Base Stations are in charge of handover control autonomously. However, there will be required a BS-BS interface in order to support network controlled Inter-BS handovers. This interface resembles the existing Iur interface.

The Inter-BS handover execution requires both radio handover (association establishment to a new Cell) and User Context (L2) transfer from the source BS to the target BS that will become the new “serving BS” for the UE/user when the handover is completed. The User Context may contain UE identifiers/addresses, security, QoS and header compression related data.

In addition to the mentioned functions there will be needed also a temporary user plane data forwarding in downlink between the Base Stations in order to implement lossless handover at IP layer (L3).

In a distributed network architecture there is no need for downlink duplication of data in inter-BS handover. Rather a temporary user data forwarding between the Base Stations is applied. Now a temporary user data transmission should include both the non-delivered IP packets that the source BS has stored in its DL buffer and the new user IP packets (in-transit packets) that may arrive to the source BS while the handover execution is ongoing. The source BS should likely maintain the original delivery order for its DL buffered and in-transit IP packets in temporary forwarding even if the IP host stacks are typically tolerant for in sequence errors (cannot be avoided in IP networks). 

The possible short break in L1 in case of radio hard handover is compensated at IP layer (L3) with the help of the proposed temporary user data forwarding (e.g. tunnel service) between the Base Stations, thus providing a lossless IP layer handover. The temporary user data transmission service can be released automatically when it is no more needed e.g. based on proper timer.
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Figure.2. User Data temporary transmission in Inter-BS handover

The L1/L2 mobility that occurs within a Micro-Mobility Area comprised of a L2 switched network can be fully hidden from IP layer by using the Base Stations as a proxy to the mobile node at the L2/L3. Now the Base Stations shall be responsible for updating forwarding tables of the intermediate L2 Switches in order to forward user traffic from the Access Router (AR) to the target BS when Inter-BS handovers occur.

The combined Inter-BS and IP layer handovers need to be performed only in case the target BS is located at a different Micro-Mobility Area i.e. Access Router relocation occurs at the same time.

Conclusions

A hierarchical and layered mobility concept based on a network controlled local IP mobility and inter-working from the access link layer in the Evolved Base Stations can fulfil the requirements for the IP optimized Intra-Radio access mobility in the evolved radio access network. 

The temporary user data forwarding between the Base Stations eliminates the need for the “Downlink Duplication for HO support” in a node that is located higher in the access network topology (e.g. a Serving Node). Thus in a distributed network architecture the DL duplication feature for HO support can be considered as a RAN feature.

Proposal

It is proposed to remove the entry “Downlink duplication for Handover support” in the function list in SRJ-050126 as unnecessary.
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