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1. Overall description:
ETSI ISG NFV would like to thank 3GPP SA5 for the liaison on “MANO performance measurements accuracy to estimate VNF energy consumption”.
ETSI NFV would like to inform you of the recent creation of a work item on “Green NFV” (EVE021) which is expected to review how NFV can participate in managing and mitigating power consumption in virtualized architectures (the final draft of the informative stage is expected end of May 2022).
In your liaison you asked ETSI NFV to:
1. Comment on your working assumptions:
· the energy consumption of each NFVI node can be measured (cf. ETSI ES 202 336-12),
· This is not in the current scope of ETSI NFV, but could be a tool in EVE021 developments
· the energy consumption of VNF / VNFC instances is not measurable hence it should be estimated,
· We consider this assumption generally correct, though a hypervisor could compute the share of a measured consumption allocated to a given VM and report it accordingly.
· each VNFC instance pertains to one and only one VNF instance (cf. ETSI GR NFV-IFA 015),
· This assumption is correct.
· each VNF instance pertains to one and only one Network Function (cf. TS 28.622 clause 4.3.4.2),
· This is a documented 3GPP SA5 assumption/requirement on the mapping between NFs and VNFs. However the NFV framework enables other mapping strategies (e.g. multiple NFs mapped to a single VNF as illustrated in 3GPP TR 23.742, clause A.2.2). The ETSI GR NFV-IFA 037 includes solutions where a 3GPP NF can be mapped to a NS, and the different NF services are deployed as VNFs. Arguably a solution for calculating the NF energy consumption should be flexible enough to cope with various NF2VNF mappings.
· there is a 1-to-1 relationship between VNFC instance and virtual compute resource (cf. ETSI GR NFV-IFA 015),
· This is a valid assumption for VM-based VNFs; not for containerized VNFs. For containerized VNFs, ETSI GS NFV-IFA 011 Version 4.2.1, clause 7.1.6.2 shows that a VNFC instance can map to multiple OS containers. So far IFA015 has not been updated to reflect this.
· there is a 1-to-many relationship between virtual compute resource and vCPU,
· In the VNFD virtual compute resources can include several vCPUs.
· there is a 1-to-many relationship between vCPU and CPU Core,
· One VCPU can make use of several CPU cores.
· there is a 1-to-many relationship between NFVI Node and Physical CPU,
· This assumption appears correct
· there is a 1-to-many relationship between Physical CPU and CPU Core,
· There is a 1-to-many relationship between the Physical CPU and its cores 
· all CPU cores allocated to a vCPU run on the same Physical CPU,
· This is a reasonable assumption, but it is not precised in NFV specifications. It could be different in a SMP architecture.
· VNF / VNFC instances are not containerized
· Since its Release 4, ETSI NFV is addressing containerized workloads in its specifications (stage 2 is published and available, stage 3 is under progress). Ruling out containerization would render Energy Consumption evaluation much less useful.

2. Provide feedback on the proposed method to estimate the Energy Consumption of VNFs (based on relative vCPU Mean Usage and NFVI node Energy Consumption)
· This computation inevitably introduces biases in the estimation: EC is not linearly dependent on resource consumption. And the mean virtual CPU usage represents a % of utilization of the allocated vCPU resources, not a % w.r.t. the resources available on the NFVI node, so the mean virtual CPU usage will not provide a good estimation if the amount of allocated vCPU resources significantly differs from one virtual compute resource to another on the same NFVI Node. Moreover, the EC of other components such as processors on network interface cards should be considered as well.

3. Provide feedback on SA5 statements wrt. the non-accuracy of the vCPU Mean Usage performance measurement data provided by MANO to the 3GPP management system
· The information provided by MANO might not be sufficient to estimate EC but is accurate with regards to vCPU mean usage per VNF.

4. Indicate whether more accurate performance measurement data, in particular for vCPU usage mean, could be defined by ETSI NFV so that the 3GPP management system could get more accurate data from NFV MANO to calculate its EE KPI.
· The vCPUUsageData are considered accurate although not sufficient to compute EC KPIs.
· In the short term, ETSI NFV defines performance metrics that can be transmitted over the Os-Ma-nfvo and Ve-Vnfm reference points. There are no immediate plans to change these metrics or introduce new ones.
· In the longer term, EVE021 will consider energy consumption management in the NFV framework, avoiding the need to infer power consumption from indirect metrics.

Another point needs to be raised: in addition to CPU consumption, the Energy Consumption of memory, network, and acceleration resources might need to be considered as well. It will be considered by the Release 5 feature "Green NFV".

In our view the inaccuracy of the EC estimation is not coming from the lack of accuracy of the vCPUUsageData metric but from the method used, based on an averaged value. The work on EVE021 is expected to analyse and document potential solutions or enhancements to a better estimate the energy consumption in the NFV framework.

2. Actions:
ETSI NFV would appreciate additional information on the content and workplan for your deliverable and possible future activities in the domain of Energy Management in 3GPP. 
We would like to invite comments from 3GPP SA5 on the scope of EVE021 and to provide their own requirements that can be used as an input.
3GPP may consider using the outcome of EVE021 and its normative work when they are available.

3. Date of next meetings of the originator:
Date			Meeting					Place

6th -10th December	NFV#36				TBD
2021

21st February –		NFV#37				TBD
25th February 2022

Furthermore, the EVE WG in charge of the "Green NFV" feature study meets every week on Thursdays.

Annex: ETSI NFV Framework and Reference points


 
Published NFV specifications or reports can be found at: https://www.etsi.org/deliver/ .
Public NFV drafts before publication can be found at: https://docbox.etsi.org/ISG/NFV/Open/Drafts.
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