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	Abstract:
	This contribution updates the cooperative DBA contribution to 2018 March conference call by addressing the received comments. It also discusses open items of cooperative DBA.


1. Introduction
Contribution 180320_D09 was reviewed in 2018 March conference call. There were comments on the low latency service representation, PON quiet window handling, time information collection, and PON burst constrains. 
This contribution follows up the cooperative DBA study by addressing the received comments. It proposes the information interchange between the PON OLT and the external equipment.

2. Information interchange for cooperative DBA
In addition to the information discussed in Contribution 180320_D09, the OLT needs to exchange more with the external equipment to provide the low latency service. For example, the external equipment needs to know the maximum allocation series allowed in a grant cycle, the OLT should also let the external equipment know how soon the low latency service can be provisioned and how long such service can be served over the PON. In summary, information interchange between the OLT and the external equipment is as follows:

From the OLT to the external equipment: 
Grant cycle time 
Maximum allocation series in a grant cycle
Minimum time between NOW and start time
Maximum time between NOW and stop time
Maximum allocation size


From the external equipment to the OLT: 
	Service ID
Service start time 
Service stop time 
Each allocation size 
Allocation repeat times in each grant cycle
Pre-emptible

Note that Service ID represents a permanent name of the low latency service. It will never change over OLT reboots. This name can be configured during the traffic flow configuration process via OMCI. Service ID needs to be exported to the external equipment so that the PON segment information such as Alloc-ID, Port-ID, and T-cont won’t be exposed outside of PON.
The Pre-emptible parameter is related to the PON quiet window handling. It shows whether or not this low latency service is pre-emptible by PON quiet windows. 
For example, a wireless service asks for 2Gbps bandwidth with no more than 25us one-way latency. The service starting time is T and its ending time is O. Assume the Alloc-ID assigned to this service is K, the PON upstream bandwidth is 10Gbps, and the grant cycle is 125us, 2Gbps is one fifth of the upstream bandwidth, and this service should use 25us of every 125us granting cycle. The 25us one-way latency means the 25us transmission in each cycle should be divide to five 5us subtimeslots, and the subtimeslots should be evenly distributed in a granting cycle. Therefore, each allocation size should be 1556 words, and allocation repeat times in each grant cycle is 5.
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Figure 1. First example of cooperative DBA.
The information interchange between the OLT and the wireless equipment to support the example in Figure 1 is as follows
From the OLT to the external equipment: 
Grant cycle time --- 125us
Maximum allocation series in a grant cycle --- 16
Minimum time between NOW and start time --- t1
Maximum time between NOW and stop time --- t2
Maximum allocation size --- 38876 words

From the external equipment to the OLT: 
	Service ID --- K
Service start time --- T
Service stop time --- O
Each allocation size --- 1556 words
Allocation repeat times in each grant cycle --- 5
Pre-emptible --- no

For another example, a wireless service asks for 1Gbps bandwidth with no more than 200us one-way latency. The service starting time is T1 and its ending time is O1. Assume the Service ID assigned to this service is L, the PON upstream bandwidth is 10Gbps, and the DBA granting cycle is 1ms, 1Gbps is one tenth of the upstream bandwidth, and this service should use 100us of every 1ms granting cycle. The 200us one-way latency means the 100us transmission in each grant cycle should be divide to five 20us subtimeslots, and the subtimeslots should be evenly distributed in a grant cycle. Therefore, each allocation size is 6221 words, and allocation repeat times in each grant cycle is 5. 
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Figure 2. Second example of cooperative DBA.

Figure 2 illustrates this example. The information interchange between the OLT and the wireless equipment is as follows
From the OLT to the external equipment: 
Granting cycle time --- 1ms
Maximum allocation series in a grant cycle --- 128
Minimum time between NOW and start time --- t3
Maximum time between NOW and stop time --- t4
Maximum allocation size --- 38876 words

From the external equipment to the OLT: 
	Service ID --- L
Service start time --- T1
Service stop time --- O1
Each allocation size --- 6221 words
Allocation repeat times in each grant cycle --- 5
Pre-emptible --- no

3. Quiet window 
There are three types of methods to handle the quiet window conflict during the low latency service. The first method is called quiet window deferral. In this methods, all PON quiet windows are deferred when there are low latency services transmitted over the PON. The service start time and stop time information from the external equipment defines the two time boundaries of the low latency service. The OLT can use the information to avoid opening quiet windows during the service time.
In the second method, quiet windows and low latency services are carried on different channels. This applies to a PON with multiple channels, and it directly removes conflict. This method is called ranging on another channel.
The third method is called pre-emption. It allows opening quiet windows during service. The pre-emption should be done with as little damage as possible to low latency service, and only very infrequently (only on demand). It implies the low latency service can tolerate an occasional loss of signal. 

4. Open questions
The following items on cooperative DBA deserve more discussion and study.
· Do we allow low latency traffic and regular PON traffic being mixed? How to treat low latency services when there are regular PON traffic flows which need to be addressed by the DBA fairness algorithm?
· In the example of Figure 2, the low latency traffic sends a burst of 20us in every 200us. The PON BWmap is generated in every 125us downstream frame. 200us is not an integer multiple of 125us. How to generate the BWmap content?
· Are all low latency services from the wireless network treated in the same way? Or some are more important than the others? How about the wireless network control traffic?
· In Method #3 of quiet window handling, how long and how frequently a quiet window pre-emption is allowed?

5. Proposal
It is proposed to include Sections 2 and 3 of this contribution in G.989.3 Clause 7.2.3. 
It is also proposed to further work on the open items in Section 4 and liaison with relevant wireless standard groups to get their input.
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