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	Abstract:
	This liaison is regarding the topic of cooperative dynamic bandwidth assignment.  This is where the transport application (i.e., RAN front-/back-haul) signals its future bandwidth demands to the subtending transport system (i.e., Passive Optical Network).  This signalling thus allows the transport system to be proactive rather than reactive, thus reducing the transport latency.  This liaison gives a brief description of the situation, and raises various design issues that we need to discuss to find a good solution.  


ITU-T SG15/Q2 standardizes passive optical network (PON) technologies typically used to provide residential and business users broadband services from optical line termination (OLT) equipment in a central office to multiple optical network units (ONUs) at the customer end over a shared optical fiber medium. In TDM-PON, such as XGS-PON, bandwidth is shared by time division multiplexing (TDM).
ITU-T SG15/Q2 would like to inform your organization that it has started elaborating the definition of the cooperative Dynamic Bandwidth Allocation (CO DBA) signalling interface which shall help optimize the end-to-end performance of mobile fronthaul links over TDM-PON. Several technical discussions are on-going for different approaches and options. 

The signalling interface is common to both the transport node (optical line termination, or OLT) and the mobile node (central unit, or CU). In order to ensure proper support on both nodes, the ITU-T SG15/Q2 welcomes alignment with your organization on this topic. Below are CO DBA introduction and its progress review.
Passive optical network (PON) as transport technology for 5G fronthaul
Passive optical network (PON) technologies have been going through multiple technological upgrades over time. From 10Gbit/s speed onwards (NG-PON2, XGS-PON, future higher speed PONs), it becomes interesting to consider the use of TDM PON as a transport technology for mobile fronthaul, especially for high-density mobile deployments.

(In the following discussion we adopt the wireless architecture to generically consist of Central Unit (CU), Distributed Unit (DU) and Radio Unit (RU). For the specific discussion of transport at a low layer split point we only consider the case of CU and DU to be co-located and RU being remote).

Figure 1 shows an example of using TDM-PON for 5G fronthaul. Traffic from/to multiple RUs can be aggregated into a CU via a TDM-PON. In a TDM-PON, the OLT is located in the central office (CO). It masters traffic transmission in the PON. Multiple optical network units (ONUs) are placed close to the users. In the downstream TDM is employed to broadcast all traffic to the ONUs, and each ONU only forwards the traffic destined to it to the connecting RU. In the upstream, traffic from different RUs is scheduled to be transmitted in non-overlapped timeslots. 
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Figure 1.  TDM-PON for 5G fronthaul transport
Cooperative DBA (CO DBA)
The TDMA process of PON upstream bandwidth assignment to each ONU is called dynamic bandwidth assignment (DBA). Traditional DBA methods take into consideration the dynamic upstream traffic and configured traffic contracts. They are done in a reactive way based on monitoring the upstream traffic and buffer status report of each ONU, this process leads to latencies in the order of milliseconds which is not compatible with low-latency fronthaul. 

CO DBA is based on upstream scheduling information provided by the station equipment to the OLT (Fig.2). It does not require buffer status reporting or traffic monitoring. In mobile fronthaul, the station equipment interacting with the OLT is the CU. CO DBA enables the ONUs to send data with lower latency than in cases using the traditional DBA methods. 

The reference points of CO DBA (Fig.2) are specified in Figure IX.3 of ITU-T Recommendation G.989.3 Appendix IX. The station equipment would be the CU in Figure 1, and the child equipment would be the user equipment (UE), which is connected through an RU to the 5G wireless network. CO DBA is an interaction over a signalling interface between the station equipment controlling multiple child equipment, and the PON OLT controlling multiple ONUs. 
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Figure 2. System Architecture of CO DBA (Figure IX.3 of G.989.3)
Figure 3 illustrates the CO DBA signalling interface for mobile fronthaul. The station equipment knows the low latency service information, such as the arrival time, stop time, rate, latency, and service identity of the upstream traffic from the child equipment to the station equipment. CO DBA requires the station equipment to share this information with the PON OLT. The OLT can then generate the upstream bandwidth map for each ONU to schedule the upstream transmission such as to reducethe transport latency to a level compliant with the mobile system requirements, while being more bandwidth efficient than a fixed bandwidth allocation per ONU dimensioned to the peak of the traffic. By following the traffic variation it will be possible to take advantage of statistical multiplexing, allowing for a more scalable support of such latency-sensitive services over a PON. 
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Figure 3. CO DBA signalling interface for mobile fronthaul

The prime use case of CO DBA is in Next Generation Mobile Fronthaul, with low-latency variable bitrate transport for low layer functional split points in 5G (or 4G) networks (MAC/PHY or intra-PHY splits), equivalent to options 6 and 7 in 3GPP TR 38.801 Figure 11.1.1-1.
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Figure 4. Function split between central and distributed unit (Figure 11.1.1-1 of 3GPP TR 38.801)
The basic principle of CO DBA relies on an interaction between the CU and the OLT, and details of this interaction are currently being discussed in ITU-T SG15/Q2.

· CU and OLT will be connected by a logical signaling interface (which can share the same physical interface as the data traffic). 

· The CU will determine how much traffic will be required for given time intervals, the required maximal upstream latency of this traffic, and will communicate such reports in signaling messages to the OLT(s) on which the corresponding RUs are connected (via ONUs).

· The CU will update this information to follow variations in expected bandwidth of the RUs.
· The OLT will adapt its PON bandwidth allocations according to the reports in the signaling messages, to provide enough bandwidth for the signaled traffic during that specific time interval, thus minimizing transport latency.

CO DBA should also support topologies in which multiple CUs are connected to multiple OLTs. 

Additionally, CO DBA should support a mix of different Low-Latency services (here fronthaul) with different latency requirements to be supported on the same PON, as well as a mix of Low-Latency and non-Low latency services (e.g. backhaul) on the same PON.

Questions ITU-T SG15/Q2 would like to clarify

ITU-T SG15/Q2 would like to clarify the following questions before continuing the work on CO DBA interface and information interchange specifications. 
· In the scenarios described above, how is the bandwidth between the CU and an UE specified? 
· Is it specified as a rate in Mbps, or as X bytes every Y microseconds, or something else?

· What is the procedure to provision a 5G service between the CU and an UE connected to a RU? 
· Shall there be any negotiation between the CU and the PON for a low latency service provisioning? 
· If there is a negotiation, what is the negotiation content? Does it contain service start/stop time, bandwidth request, and latency request? What else do they negotiate?

· What happens if the PON cannot meet the request? Shall there be any reverse signalling in the 5G wireless network to reject a low latency service request?
· How to identify a service between the station equipment and the child equipment?

· Is it represented by a service ID, Ethernet address, or something else?

· Are the control plane and the data plane at the split points separated? 

· If yes, what is the information exchanged in the control plane, does it also have to be low latency? 

In the past ITU-T/Q2 meetings, multiple proposals have been introduced for the CO DBA interface and signalling. They are attached to this document. Our next meeting will be in October 2018. We look forward to getting feedback from your organization and keeping alignment with your work.  
Attachment: Huawei proposal (180417_D08_Cooperative DBA-20180413v1.docx), Nokia proposal (180417_D09_Cooperative_signaling.docx)
_____________________
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