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	LIAISON STATEMENT

	Title:
	LS to SA, SA3 and SA5 on potential collaboration between 3GPP SA3/SA5 and ETSI SAI ISG

	Date:
	 18th September 2023 

	
	

	From (source):
	ETSI ISG SAI (Securing Artificial Intelligence) 

	Contact(s):
	Scott Cadzow (scott@cadzow.com), ISG SAI Chair
Alec Brusilovsky (alec.brusilovsky@interdigital.com), ISG SAI Vice-Chair
ISGSupport@etsi.org,  
Antoine Mouquet (antoine.mouquet@etsi.org), ISG SAI Technical Officer

	
	

	To:
	3GPP TSG SA
3GPP TSG SA WG3 (security) 
3GPP TSG SA WG5 (Management, Orchestration and Charging)

	Copy to:
	ITU-T SG13 
ITU-T SG17
ITU-R

	
	

	Response to:
(if applicable)
	 n/a

	
	

	Attachments: 
(if applicable)
	Attached document reference(s) - if applicable

	



1. Overall description:
The primary responsibility of ETSI Industry Specification Group on Securing Artificial Intelligence (ISG SAI) is to develop technical specifications that mitigate against threats arising from the deployment of AI – and threats to AI systems – from both other AIs and from conventional sources. The group’s work is intended to frame the security concerns arising from AI. It will also build the foundations of a longer-term response to the threats to AI in sponsoring the future development of normative technical specifications.

The work of ISG SAI notably addresses these aspects of AI in the standards domain:

· Securing AI from attack, e.g., where AI is a component in the system that needs defending,
· Mitigating against AI, e.g., where AI is the ‘problem’ (or used to improve and enhance other more conventional attack vectors),
· Using AI to enhance security measures against attack from other things, e.g., AI is part of the ‘solution’ (or used to improve and enhance more conventional countermeasures).
· ISG SAI’s work is agnostic to the AI system deployment use case. Instead, the group considers fundamental threats to AI systems, especially where these threats differ from traditional IT systems and consider appropriate mitigation strategies.

ISG SAI aims to develop technical standards and reports that act as a baseline in ensuring that AI systems are secure. Stakeholders impacted by the activity of the group include end users, manufacturers, operators, and governments.

In particular, SAI-014 Study Item, “Security aspects of using AI/ML techniques in telecom sector” aims to investigate the application of AI to facilitate the use cases that may cause AI-related security and privacy issues specific to the telecom industry. SAI-014 has the following key AI use cases in its scope: 

- Network as a service
- Network optimisation
- Network planning and upgrades
- Automating security operations (anomaly detection, planning mitigation and response)

The following Study Items in 3GPP SA3 either directly or indirectly address AIML Security:
•	Study on the security aspects of Artificial Intelligence (AI)/Machine Learning (ML) for the NG-RAN	FS_NR_AIML_NGRAN_SEC
•	Study on Security and Privacy of AI/ML-based Services and Applications in 5G	FS_AIML
•	Security aspects of enablers for Network Automation for 5G - phase 3	eNA_Ph3_SEC 
and multiple efforts in SA WGs that might need security assessment.

Collaboration between 3GPP TSG SA, 3GPP TSG SA WG3, 3GPP TSG SA WG5, ITU-T SG13, ITU-T SG17, ITU-R, and ETSI SAI may prove instrumental in addressing current (e.g., 3GPP Rel-18/Rel-19) and future AI-related security issues.

2. Actions:
To SA: ETSI SAI kindly asks 3GPP TSG SA to review the information in this LS and reply with potential areas of interest that need ETSI SAI ISG involvement.

To SA3 and SA5: ETSI SAI kindly asks 3GPP TSG SA WG3 and 3GPP TSG SA WG5 to review the information in this LS and reply with current (e.g., 3GPP Rel-18/Rel-19) and future AI-related security activities where SA3 and SA5 collaboration with ETSI SAI can be beneficial.

3. Date of next meetings of the originator:
SAI#20		2023-12-04 	Sophia-Antipolis, FR  
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